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Chapter 1

Introduction

What are SEERsS?

The System Event and Error Reports, (SEERS), generated by the Meridian Mail
system software components, identify every significant system event and error
that occurs.

An Event is a minor glitch or an announcement of normal system activities (for
example, the completion of an automatic tape backup). Events documented in
a SEER do not usually indicate a problem with the Meridian Mail functionality.

An Error is a hardware or software fault that may prevent Meridian Mail from
functioning properly (for example, a hardware component failed diagnostics,
or a failure to find a system file). An error creates one or more SEERs.

SEERSs can be displayed on a terminal or printed out on a printer. The reports
provide information about the SEER class, SEER number, the severity level of
errors, the date and time the SEER was generated, and a description of the event
or error that occurred at that time. This information is used primarily by system
administrators and maintenance personnel to confirm that a system is running
correctly, to isolate a system fault, to diagnose a hardware or software problem,
or to solve a problem.

You must be able to read, interpret, and assess the severity of events and errors
to determine if they are regular system events (such as a system audit) or system
errors. An understanding of SEERS is also essential for diagnosing problems.

Before asking for help in dealing with a major system problem, the system
administrator must be ready to provide a collection of SEER reports from which
the Nortel Networks support staff can determine the history of the problem.
From these reports, maintenance personnel will be able to diagnose the problem
effectively.

SEERs are printed and stored on the system disk at the time of the error or event.
The SEERs stored on disk can be viewed or printed at a later time. See “Parts
of a SEER” for an example of a SEER.

Each SEER is identified by a number consisting of two parts:

SEER Class, which classifies a particular software component



SEER Number, which identifies a particular report for a class

For example, SEER 6603 is SEER number 03 from class 66.

Note 1:Due to ongoing improvements in the software, there may be
instances where the information on the SEER itself is different from the
information presented in the SEER manual (this document). Should this
occur, the information in the SEER printed out by your system should take
precedence.

Note 2:Some SEERs have not yet been categorized and may be printed
regardless of their severity. Further refinements to the categorization
process will be made in subsequent releases of Meridian Mail software.
SEERSs that are not categorized are treated as minor errors.

How this reference manual is or ganized
This book is organized into three parts.

The first part, consisting of this chapter, is an introduction to SEERs. SEER
categories are described, and examples are given, and SEER filtering and
throttling are discussed.

The second part contains one chapter for each SEER class. Each chapter
introduces the SEER class, and in numeric order describes the SEER reports
belonging to that class.

The last part of the manual is an appendix. Return codes and error codes are
listed by SEER class along with a brief description of each code. Several related
codes are also listed here.

Related documents
The following documents are frequently used as additional references to fix a
system event or error, presented as a SEER or return code.

Meridian Mail NTP Platform

Installation and Maintenance| Modular Option EC
Guide (NTP 555-7061-250)

Installation and Maintenance| Modular Option
Guide (NTP 555-7041-250)

Installation and Maintenance| Modular Option GP
Guide (NTP 555-7051-250)

Installation and Maintenance| Card Option
(NTP 555-7071-210)
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Parts of a SEER

The following diagram highlights the information provided by a typical SEER.
This particular example shows a SEER with a maintenance action. Only five
SEER classes (classes 11, 14, 25, 59 and 66) have been enhanced to include a
maintenance action category. See the “Maintenance actions” section on page
14 for additional information.

Severity Report Report Report Timestamp Component Node Hardware

number type / number  location

level class

[

** 1104 ERROR 03/23/94 17:36:01 VS Node=1 HWLOC=NULL
Act: Refer to VS checklist 1.
Des: [ER (SI)] VS2 GiveBlk invalid block. blkID=1233 0000 4567. [LNTC=02:7E:03E43504:

action if
available

. e an

Maintenance

Indicator  TIC Report Locale Physical  Task ID
description number  node
number
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A SEER generally contains the following pieces of information:

See For Information,
diagram | Part of the SEER see page
1 Severity level 4

2 Report class 5

3 Report number 5

4 Report type 5

5 Timestamp* 6

6 Component name* 6

7 Node number* 10

8 Hardware location* 10

9 Maintenance action 14
(for a limited set of report
classes)

10 Indicator to show whether thel3
SEER has been remapped or
escalated, or a trigger has
been set

11 Description 14

12 Locale number* 15

13 Physical node number 14

14 Task ID* 15

15 TIC (time in Centiseconds) 15

* Indicates information that is unlikely to be of immediate use to a
system administrator, but may be requested by Nortel Networks
support.

See the following sections for further details on each part of a SEER.

Severity level

To help you judge how serious a system problem might be, SEERs have been
classified according to various severity levels. These classifications are based
on the impact of the operation that has failed. The following is a list of severity

levels that may appear in the printed SEER:
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INF This is an information SEER

* This indicates a minor problem.

** This indicates a major problem.

rxk This indicates a critical problem.

OFF This indicates that an alarm has been turned off.

When using the SEER severity classification, you can filter out all but the most
severe problems in order to deal with them quickly. As a further source of
information about severity levels, see the section in this chapter entitled
“Filtering” on page 21 for different SEER severity levels.

Report class

The report class is a group of SEER reports which pertain to a particular
component. For example, report class 22 deals with the Voice Messaging
software component, report class 102 deals with the User Interface, etc. Refer
to Table 1-1 for a listing of the components and their class numbers.

This manual devotes a chapter to each report class. The overview page of each
chapter defines the function of the software component and the impact (if any)
that errors in the component have on the system. For example, Class 11, Volume
Server errors can prevent access to accounts on the volume associated with the
volume server.

SEERs of different classes may contain slightly different formats and
parameters, as described in the overview page for each class. For example,
Report Class 24 SEERs contain locale and channel numbers, and the overview
page explains how the channels are numbered.

Report class 99 does not exist. However, a SEER with class 99 and report
number 99 is produced whenever a software component attempts to use an
invalid SEER class. See “SEER 9999” for details.

Report number

Each SEER class contains up to 100 separate reports which are identified by a
report number. This number ranges from 0 to 99 and represents a specific report
for a particular class. For example, SEER Number 01 in Class 20 concerns an
integrity error in the Voice Handler.

Depending on the problem, reports may generate one of several messages. For
example, Class 56, report number 32, generates 26 different messages.

Reporttype

SEERs are also categorized by report type. Each report type provides an
indication of the type of problem which exists. The following types of SEERS
are reported:

Standard 1.0
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e ERROR Error-level SEER may indicate a system problem, to be
corrected by the administrator.

e ADMIN Administrative-level SEER may indicate a system or
configuration problem which can be handled by the system
administrator without external assistance.

e SYSTEM System-level SEER indicates normal system behavior,
and no action is usually required.

e DEBUG Debugging SEERs provide detailed information on low-
level system behavior, which allows further analysis when a system
problem is expected.

* CRIALRM A SEER which turns off the critical alarm
e  MAJALRM A SEER which turns off the major alarm
« MINALRM A SEER which turns off the minor alarm.

See the subsection “Filtering” for more details.

Timestam p
The timestamp (date and time, in the format dd/mm/yy hh:mm:ss) indicates the
precise time the event or error occurred. It indicates either the Meridian 1 time
sent to the Meridian Mail system via the AML/ISDN Applications Protocol
Link (Meridian 1 systems) or the time generated by the RSM card (DMS/SL-
100 systems).

Component name
Each class is represented by a component name and a class number. The
component name is identified by an acronym (class string ID) that is used in the
SEER report format. For additional information, see the section in this manual
for the specific SEER Class.

Table 1-1
Identification of component name
Description Class

Class string ID number
AD Administration base 30
ADS Administration Server 95
AML Application module link 25
API Datafile and API 79
AS Admin server 94
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Table 1-1
Identification of component name (Continued)
Description Class

Class string ID number
ATA Analog transfer agent 37
AUF Administration User File 96
BSD Bus Controller Switch Over Diagnostic 75
BCD Bus Controller Switch Over Diagnostic 18
BURP Backup and restore program 15
CCA Centralized call answering 56
CM Cabinet access method 12
DA Datafile and API 79
DB Debugger 65
DD Disk data interface 10
DEEH Card Option ESDI emulation handler 68
DM Disk manager 66
DNU Delivery to non-users 92
DR Directory server 31
DT Dialing translation 115
DC Diagnostic Utility 48
FD Front desk console 72
FH Fax handler 81
FIM Fax item maintenance service 83
FM Forms manager 43
FP Fax printing 85
FST File server Pascal utilities 19
FX Fax ASCII translation 82
GTI Generic telephony interface 28
HAS Hospitality administration server 70

Standard 1.0
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Table 1-1
Identification of component name (Continued)

Description Class
Class string ID number
HD Hardware database 39
MAD Maintenance administrator 61
MCA Multimedia outcalling agent 84
Mi MI server and interface 14
MOD Modem Diagnostic 23
MRS MR Server 78
MS Man Machine Interface server 40
MTA Message transfer agent 32
MTP MI Tape Procs 59
MWI Message waiting indicator audit 91
NA Network administration 108
NMTA Network message transfer agent 36
NS Name Server 80
OCA Outcalling agent 110
OoCs Outcalling server 90
OFS Open file server 13
oM Operational measurements 33
OSP Operating system program 64
OTA Open access transfer agent 42
PLH PMS link handler 71
PP Peripheral processor 26
PRM Program resource manager 60
RA Remote activation 107
RBD Utility card (NT6P03 / NT6P42) Diagnostics 54
RN Remote notification 93
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Table 1-1
Identification of component name (Continued)

Description Class
Class string ID number
RR Restore and recovery 112
RSM RS-232 service module 63
RU Remote User Administration 77
RVS Remote voice services 109
SBR Selective Backup and Restore 76
SDD SCSI Diagnostic 73
SDT SCSI Driver Utilities 67
SMDI Simplified message desk interface 38
SN SNMP Server 88
SS SEER server 35
SC Software Configuration 16
SC Software Configuration 17
SC Software Configuration 100
TC Toolkit communications 52
TD Thru-dialing 106
TP Tape driver 59
TK Voice toolkit 51
TKM Toolkit master 50
Ul User interface (101) 101
Ul User interface (102) 102
Ul User interface (103) 103
ULMA Universal Link Monitor 98
uT User Interface Task 87
VCA Voice channel allocator 34
VCM Voice channel maintenance 41
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Table 1-1
Identification of component name (Continued)

Description Class
Class string ID number
VFSU Voice forms service unit 111
VH Voice handler 20
VLS Voiceless Server 58
VM Voice messaging 22
VMU Voice menus, Announcements, Time-of-day services, and 104

Fax information service
VPD Voice processor diagnostics 53
VPH Voice processor handler 24
VPM Voice prompt maintenance 107
VPTH Voicepath Diagnostic 74
VS Volume server 11
VSA Voice services administration 105
VSA Voice service administration conversion utilities 55
VSS Voice base service shell 27
VX Voice prompt 21
WM Web Manager 86

—end—

Node number

Node number indicates the node on which the program reporting the SEER is

running. This is not necessarily the node where the problem occurred.

Hardware location

The hardware location (if applicable) identifies the hardware, such as a voice
processor card, affected by the problem. A hardware location of “NULL” means
either that the problem is not isolated to a single node, or that the software that

prints the SEER does not have access to the location.

A non-NULL hardware location consists of up to five digits separated by dashes:

s-n-c-d-p
where s is always O
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o O S

p

is the node, from 1 to 20

is the card - see Table 1-2 to Table 1-4 below

is a dataport, or is the DSP on a voice processor card
is the port belonging to the DSP, if ‘d’ is a DSP

The SEER prints only as much of the hardware location as is relevant to the
problem. For example, a problem with a card other than a voice processor does
not have a digit to identify the DSP or port. A problem that affects an entire
node has only the initial zero and the node number.

Table 1-2
Hardware locations - Modular Option and Modular Option GP
Card number Refers to the card in slot
printed on SEER
1 SCSI
2 HABC/MEM2
3 SBC
4 MEM1
5 leftmost VP/GSP
6 second VP/GSP
7 third VP/GSP
8 VP/RSM

Example: 0-2-6-3 refers to node 2, second voice processor card (card 6), third

DSP.

Standard 1.0
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Table 1-3
Hardware locations - unshadowed EC
Node Card number Refers to the card Card type
number printed on SEER in slot numbered:
lor4 1 0 NVP
2 1 NVP
3 2 NVP
4 3 NVP
6 5 util
7 6 MMP40
20r5 1 7 (20) MMP40
2 8 (Z1) NVP
3 9 (22) NVP
4 10 (23) NVP
5 11 (z4) NVP
3 1 0 NVP
2 1 NVP
3 2 NVP
4 3 NVP
5 4 MMP40

Example: 0-2-4-1-2 refers to node 2, third voice processor card (card 4), first
DSP, second port.
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Table 1-4
Hardware locations - shadowed EC

Node Card number Refers to the card Card type

number printed on SEER in slot numbered:

1,3o0r5 1 0 NVP
2 1 NVP
3 2 NVP
4 3 NVP
6 5 util
7 6 MMP40

2or4 1 7 (20) MMP40
2 8 (1) NVP
3 9(z2) NVP
4 10 (Z3) NVP
5 11 (z4) NVP
Indicators

A single character indicator is appended to the front of the SEER'’s description
to identify whether the SEER has been remapped [R], escalated [E], a trigger
has been set to trigger mailbox [T] or SNMP [S]. See “Parts of a SEER” on page

3 for a sample SEER message.

If a SEER has been remapped, [R(original level)] is appended to the beginning
of the description string. The original level of the SEER is identified in the round

brackets as one of the following:

DI
Sl
Al
AMi

Debug Info
System Info
Admin Info
Admin Minor

AMa  Admin Major

AC
El
EMi

Admin Critical
Error Info
Error Minor

EMa  Error Major

EC

Error Critical

Standard 1.0 Maintenance Messages (SEERs) Reference Guide
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Any combination of these indicators may appear in a single SEER.

Certain levels offiltering, remapping and throttling may be set through the MMI.

Maintenance action

The maintenance action is a text string specifying an action towards correcting
the problem (if any) reported by the SEER. This string is currently supported
for the following classes of SEERS:

e 11 (Volume server)

e 14 (Ml server and interface)
« 25 (Application Module Link)
e 59 (Tape driver)

« 66 (Disk manager)

Refer to the individual SEER description for details on the maintenance action
string.

Descri ption

This portion of the SEER provides a short description of the problem.
Abbreviations and codes are used in the message because of space limitations.

Return codes
The description may contain a return code (RC), as shown in the following
example:

Example: FEUXYY e
Des: system error.... RC=9999

The return code (in this example, “9999”) is an error code returned from lower
level software to a higher or calling program. The higher level software generates
a SEER containing the lower level return code. For example, when the Voice
Processor Handler (Class 24) encounters an error, it passes a return code to the
Voice Base Service Shell (Class 27) which produces a SEER.

Appendix A lists all Meridian Mail return codes. The description beside the
return code may help you to isolate the problem.

Physical node number

This field indicates the actual node which is generating the SEER. For example,
on a CPE system, 7E is Node 1, 7C is Node 2, 7A is Node 3, and 78 is Node 4,
and 76 is Node 5.

For an MSM system, use the following table to determine the correct node
number:

Standard 1.0
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Table 1-5
Position of
68K card First 8 digits
Node number Shelf-slot of program ID |Node type

1 Lower 8 01000000 MSP
2 Lower 12 05000000 MSP
3 Lower 30 17000000 SPN
4 Lower 29 16000000 SPN
5 Lower 19 0C000000 SPN
6 Lower 16 09000000 SPN’
7 Upper 30 37000000 SPN
8 Upper 29 36000000 SPN
9 Upper 19 2C000000 SPN
10 Upper 15 28000000 SPN
13 Lower 25 12000000 TIFN
14 Lower 22 0D000000 TIFN
15 Upper 25 32000000 TIFN
16 Upper 22 2D000000 TIFN

Locale number
This number ranges from 0 to 99 and represents the area in memory in which
the program was running. SEERs from the same locale and same node occurring
within a short period of time are probably related.

Task ID
This number is the Task ID of the task that issued the SEER.

TIC
TIC is the time in centiseconds between the production of the SEER and the
last reboot of Meridian Mail. However, due to the accuracy of the timestamp,
the TIC is rarely used.

SEER descri ptions
The brief description displayed in the actual SEER does not provide enough
information; therefore, a more detailed explanation of each SEER is provided
under the appropriate report class section in this manual.
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A SEER description contains tiigpeandSeverityof each SEER, @ausefor
the SEER and thienpactthat an error may have on the rest of the Meridian
Mail System.

Figure 1-1
Sample SEER description

4003 Minor Error Action 2
Cause: The MMI server could not read the hardware database or could not obtain disk
information.

Impact: If the SEER text indicates the failure to read the HWDB, then the configuration
record will not be received by the MMI program. The MMI program may display
wrong MMI screens based on incorrect platform information. If the SEER |text
indicates failure to communicate with SD_MMI, the MMI server could not obtain
disk information from the specified node.

An Actionnumber appears at the top of the SEER, which refers you to the list
of actions available for that particular SEER class. Refer to the appropriate
action number on the list at the end of the chapter to determine the action required
for the SEER. Many times, th#etionis to look up the return code in Appendix

A to determine the underlying cause.

Figure 1-2
Sample Action Description

Action 2 Problem reading the hardware database or obtaining disk information

Action: If the MMI server could not read the hardware database, contact your Nortel
Networks support organization. If the MMI server could not obtain disk
information, verify if the node is faulty or booting. Either condition will cause
this error. Otherwise contact your Nortel Networks support organization.

Some problems require you to contact your Nortel Networks support
organization for further assistance.

SEERSs histor y report
SEERSs history reports may be displayed using the System Event and Error
Reports screen. See the “System status and maintenance” chapter of your system
administration guide. The following figure shows the format of a SEER history
report.

Figure 1-3
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Seer history report

~ ™

ABC Company System Status and Maintenance

SEER Period from 5/25/96 01:00 to End of SEER data.
ErrorDateTime TypeSeverityNodeLocation, Action, Description

40- 69/2604:00SystemInfl  Null

Des: ms_Server: Bill Table Audit Successfully. 0
11-509/2604:04DebugInfl  Null

Act: Close the file opened by the client specified in the SEER.

Des: VS1 Stale File Version: root=416 Read Client RTId=7E00 0000 100E 3D11
11-509/2604:20DebugInfl  Null

Act: Close the file opened by the client specified in the SEER.

Des: VS1 Stale File Version: root=416 Read Client RTId=7E00 0000 100E 3D11
33-609/2604:30SystemiInfl  Null

Des: OM Collection Started
33-609/2604:30SystemiInfl  Null

Des: OM Usage Info Collected for 25/05/96 0
11-509/2604:36DebugInfl  Null

Select a softkey>

\ Exit Next Page* /

* Appears when the information fills more than one screen.

Analyzing SEERs

If you are not familiar with the parameters in the parts of a SEER, read “Parts
of a SEER"“to learn how to decipher the information in the SEER report.

Often a SEER is preceded by a related SEER from lower level software. The
related SEER may have the same return code, same locale and similar time or
the same parameter, such as mailbox number. If recommended, look for related
SEERs. (Usually the first SEER indicates the cause of the problem.)

Example 1

If you try to add a directory entry to a full volume, a directory error will occur
and a SEER will be generated. The SEER will be numbered 3116 (31 in the
Report Class field and 16 in the SEER number field) with a return code of 1103
(rc=1103 appears in the return code field).

The SEER class number indicates that something has happened to the Directory
Server software component, and the return code indicates that the Volume Server
has been affected. You can discover this information by finding the description
of the SEER in this NTP (“Class 31, Directory Server”) and by looking up the
return code in Appendix A.

By analyzing the return code first, you will discover that the volume is full. Free
up space on the volume to add the directory entry.

Standard 1.0
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SEER types

In this example, the Directory server is called the volume server. The volume
server failed to perform a particular function, so it passed a return code back to
the Directory Server. The Directory Server issued a SEER and provided the
volume server’s return code.

Example 2

SEER 2230 means that the Voice Messaging component failed to close a
message. As the manual will explain, this SEER is preceded by other SEERS
that have the same mailbox number or return code. By working with the various
pieces of information in the SEER reports and following the actions
recommended in the Maintenance Messages manual, and by following its
logical path, you will be able to resolve problems more quickly.

SEER 9999
Whenever a software component attempts to use an invalid SEER class,
Meridian Mail prints the SEER using a dummy class 99. The SEER is printed
exactly as it would have been if the class had been cesteept thathe class
and report are changed to 9999 and the following is added before the original
SEER description:

*xx Invalid SEER #hnnnreceivedk*x

There are four main SEER types, as follows:

ERROR—Error-level SEERs are those which may indicate a system
problem, to be corrected by the administrator, possibly with the
assistance of technical support. Examples of Error-level SEERs
include: hardware errors; software errors; and indications that a
hardware error may develop. Error-level SEERs use one of the Critical,
Major, Minor, or InfoSeverityevels described in the following section.

ADMIN —Administration-level SEERs are those which indicate system
problems or configuration difficulties that are likely to be handled by
the system administrator without external assistance (for example, a
non-Meridian Mail user whose calls are forwarded to the Meridian
Mail system). Admin-level SEERs use one of the Critical, Major,
Minor, or Info Severitylevels described in the following section.

SYSTEM—System-level SEERSs are those which indicate normal system
behavior, and others which do not require action (for example, nightly
audits by the various sub-systems of Meridian Mail). System-level
SEERSs are for information only and use the I8&veritylevel
described in the following section.

Standard 1.0
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DEBUG—Debug-level SEERs are those which provide detailed
information on low-level system behavior, for further analysis when a
system problem is suspected. Debug-level SEERs are for information
only and use the InfBeveritylevel described in the following section.

SEER severit y levels

TheError andAdmin-levelSEERSs can use any one of the four levels of severity,
that is,Critical, Major, Minor or Info. However, the System and Delilgring
levels only use thinfo severity level.

The four levels of severity are defined as follows:
CRITICAL - Any service-affecting problem subject to the following:

It turns on critical alarm relay if a Modular Option EC platform, or maps alarm
to major (RSM).

It requires immediate attention by the administrator or technician.
A dropped call is not treated as critical.
“Non-essential” services are not treated as critical.

Examples of critical faults include major base feature not operating, system
reboot, or any software configuration problem.

MAJOR - Any service-threatening problem.
It turns on major alarm relay, if available.

It does not require immediate attention but requires work soon, from either the
administrator or technician. Major problems should be cleared within 24
hours.

Examples of major faults include an unrecovered hardware fault to a non-critical
component such as a tape drive or voice card; volume nearly full; a
recovered fault to a critical component; and excessive minor problems.

MINOR - Problems with no impact to the system or users.
No immediate attention required.

A fault can exist for some time.

It turns on minor alarm relay, if available.

INFO - Normal event worthy of logging.

It does not turn on an alarm.

Four types ofnfo messages are defined:

- System Info: event expected to occur

Standard 1.0
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Throttlin g

- Error Info: event not expected to occur
- Admin Info: information for administrator

- Debug Info: information for designer

Certain events and error conditions can initiate a deluge of SEERs which are
sent to the printer, the Message Trigger Mailbox, or SNMP PC. For instance,
disabling a node and causing its disk to disappear will create SEERs from any
other node attempting to access that disk. The volume of these SEERSs can
overwhelm an administrator and perhaps cause an important SEER to be
overlooked.

A maximum of 50 SEERs at a time can be monitored for throttling.

SEERs that end with the number 99, (for example, 3599) are special
SEERSs, and cannot be throttled.

To reduce SEER proliferation, Meridian Mail provides throttling whereby the
system administrator can control the flow of duplicate messages for a specified
period of time to a specified system device. SEER throttling monitors SEERs
and stops sending specific SEERSs to the device if too many of that SEER are
generated within a given interval. These system devices are printer, Message
Trigger Mailbox and SNMP PC. Each device can have a maximum of 50 SEERs
monitored at a time and is controlled independent from one another. Note that
all SEERs are still captured in the SEER log even though some may be throttled.

The number of SEERSs (threshold count) and the time interval (threshold
interval) are configured on the “SEER Configuration screen” on the MMI. If
the parameters for throttling are exceeded, the throttled SEER will not be sent.
The configuration for throttling is stored in the System Profile; therefore, the
throttling data does not have to be re-entered after a system reboot.

When SEER throttling is invoked, a SEER is generated to alert users. SEER
throttling will “timeout” after an interval and allow the system to continue to
send the prohibited SEER to the device. If the original error condition still exists,
another spurt of SEERs will be displayed until SEER throttling is triggered
again. This provides you with ongoing monitoring of the error situation. See the
example below to clarify the process.

Example:

In the case of the printer device, three SEERS are associated with a throttle
sequence:

<<Start of throttle>> - the SEER specifies the node number on which the SEER
has occurred.

Standard 1.0
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Filterin g

<<Add to throttle>> - the SEER is printed if a throttled SEER occurs for the
first time on a node. The node number is specified in the SEER.

<<End of throttle>> - the SEER is printed when the throttle is expired. A list
of node numbers and number of occurrences on each node is specified in the
SEER.

In the case of the Message Trigger Mailbox and the SNMP PC, only a <<start
of Mbox (or SNMP) throttle>> SEER and an <<end of Mbox (or SNMP)
throttle>> SEER are printed when throttling begins and ends respectively.

SEER Throttling Example

| o coxvlo  loocoeooooo ee

0 5 10 - 15
minutes

G100412

The black circles indicate instances when the SEER has been throttled. If filtered
printing was chosen, the throttled SEER will not be sent to either the Message
Trigger Mailbox, or the SEER printer.

Filtering allows the total number of SEERSs being presented on a system device
to be minimized to those requiring the administrator’s attention, which should
reduce the effort required to process them. This allows the administrator to
concentrate on those SEERs which are important and which may indicate system
trouble. The configuration for SEER filtering is stored in the System Profile;
therefore, the filtering data does not have to be re-entered after a system reboot.
As in throttling, these system devices are printer, Message Trigger Mailbox and
SNMP PC.

The SEER filters are set on the “SEER Configuration” screen on the MMI. The
administrator may choose to filter the SEERs based on the severity, or type of
SEER, or both.

The available choices for the severity level may be Critical, Major, Minor or All
(for printer only). For the SEER type, the available choices are Error, Admin,
System or All (for the printer only). SEERSs that have the Mailbox natification
field or the SNMP notification field set to “Yes” in the SEER Remap Table are
always sent to the corresponding devices regardless of the filtering criteria.
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The following chart outlines the various combinations of criteria available for

filtering SEERS:

SEER Severity

Error

Admin

System

.

All

Critical Error Critical| Error Critical | Error Critical Error Critical
Admin Critical | Admin Critical | Admin Critical
Major Error Critical | Error Critical Error Critical Error Critical
Error Major | Error Major Error Major Error Major
Admin Critical | Admin Critical | Admin Critical
Admin Major Admin Major | Admin Major
Minor Error Critical | Error Critical Error Critical Error Critical
Error Major | Error Major Error Major Error Major
Error Minor | Error Minor Error Minor Error Minor
Admin Critical | Admin Critical | Admin Critical
Admin Major Admin Major | Admin Major
Admin Minor Admin Minor | Admin Minor
All Error Critical | Error Critical Error Critical Error Critical

Error Major | Error Major Error Major Error Major
Error Minor | Error Minor Error Minor Error Minor
Error Info Error Info Error Info Error Info
Admin Critical | Admin Critical | Admin Critical
Admin Major Admin Major | Admin Major
Admin Minor Admin Minor | Admin Minor
Admin Info Admin Info Admin Info
System Info System Info
Debug Info

SEERs Remapping
SEERSs remapping parameters allow the customer or system administrator to
remap or reassign the severity level of up to 60 SEERSs to a higher or lower
severity level. The remapping can be applied to individual SEERS, a range of
SEERs within a SEER class, or the entire class. The revised configuration is
stored in the System Profile on a disk. The means that the parameters do not
have to be re-entered after a system reboot. Parameters are entered on the SEER
Remap Table, which is accessed through the System Event and Error Report
screen. Refer to th®ystem Administration Guider additional information.
Changes are effective immediately upon saving and no system rebootis required.
When the altered severity level is no longer required, delete the entry from the
SEER Remap Table instead of resetting the severity level back to the original.
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Hacker Monitor

In order to monitor hacker activity on Meridian Mail, administrators must set
up certain parameters to trigger minor severity SEERs which will highlight
suspected hacker activity. Potential hacker situations can be monitored through

Mailbox Login
Thru-dial Services
CLID

Mailbox Login

In order to monitor activity for requested local voice users, the administrator
must specify time parameters in the System Access Monitoring period field of
the Voice Security Options screen, and set the Monitor Mailbox during
Monitoring Period field to YES for the local voice user. If login occurs and the
above conditions are met, a class 22 (MMUI local voice user) or class 56
(VMUIF) local voice user SEER is issued to indicate the detection of mailbox
origin.

When used in conjunction with the SEER Trigger Message option, the following
urgent message is deposited in the appropriate mailbox. (See “SEER Trigger
Message” on page 25 for more information.)

“Thisis a SEER message. A mailbox login has been detected from phone number
<digits> to mailbox <digits>. Refer to SEER number <digits>.”

Thru-Dial Services

The administrator can choose to monitor all or specific thru-dials by setting the
Monitor all Thru-Dials during Monitoring Periodield in the Voice Security
Options screen to the appropriate option. When thru-dials are attempted during
the specified monitoring period, a class 106 SEER is issued to indicate the
Calling DN and the destination of the thru-dial.

When used in conjunction with the SEER Trigger Message option, the following
urgent message is deposited in the appropriate mailbox. (See “SEER Trigger
Message” on page 25 for more information.)

“This is a SEER message. A thru-dial call has been detected from phone number
<digits> to <digits>. Refer to SEER number <digits>.”

CLID Monitoring

The administrator can monitor mailbox logins or thru-dials from a specific CLID
by setting the Monitor CLIDs during Monitoring Period field in the Voice
Security Options screen to “Yes” or “Always Monitor”. The specified CLID is
entered in the CLIDs to Monitor field in the Voice Security Options screen. If

a match occurs during the specified period of time, a class 22, 56, or 106 SEER
will be issued.
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When CLID monitoring is combined with the SEER Trigger Message, an
individual can be notified immediately by pager or by phone (through Remote
Notification) when a suspected unauthorized user attempts a thru-dial or enters
a particular mailbox.

A maximum of four numbers can be monitored for each of the five different
CLID formats (that is, Local, Domestic, International, Network and ESN).

For AML systems, the administrator can specify the type of CLID (either
internal or external), and a string of up to 15 digits. This provides the
administrator with the flexibility to specify the complete CLID, area code only,
or area and office code. Up to twelve CLIDs can be entered for each format.

For SMDI systems, the administrator can specify up to twelve CLIDs, of up
to15 digits, to specify the complete CLID, area code only, or area and office
code. Checking of the CLID will be done for all calls.

If a subset of a CLID is being monitored (such as the area code), this string of
digits will only be compared to the beginning of the CLID, and not the number.
Therefore, if an office code needs to be monitored, the area code must also be
specified.

SEER ESCALATION

The administrator can escalate the severity level of frequently issued Minor and
Major SEERSs to the next level. If the same SEER is issued a specified number
of times, during a specified period of time, the severity level of the SEER is
escalated to the next highest severity level. This applies to Minor and Major
SEERs only. Info SEERS cannot be escalated.

The number of occurrences of the SEER (escalation threshold count) and the
period of time (escalation threshold interval) are set by the administrator on the
“SEER Configuration” screen on the MMI.

Example:

The escalation threshold count is set to 3, and the escalation threshold interval
is set to 10 minutes for this example. The occurrence of a Major SEER is
represented by a circle. The black circles indicate occurrences of the Major
SEER that will be escalated to a Critical severity level. The occurrence of the
SEER at 11 minutes will not be escalated because the fourth occurrence of the
SEER is outside the 10 minute interval, however, in the 10-20 minute range four

Standard 1.0

Maintenance Messages (SEERs) Reference Guide November 1999



25

SEERSs occur, causing the fourth SEER to be escalated to the Critical severity
level.

SEER Escalation Time Line

| ood o | cocelow ee |
0 5 10 15 20 25 ) 15
minutes

G100413

SEER Trigger Message

A Meridian Mail craftsperson or system administrator can be paged when a
SEER generated by Meridian Mail meets filtering and throttling criteria used
for the Message Trigger Mailbox.

The administrator can specify up to two mailbox numbers that will receive a
message if a SEER meets the requirements to be sent to the SEER printer when
filtered output is selected. SEER filtering can be bypassed by specifying “Yes”
for the Mailbox notification field for the SEER in the SEER Remap Table. The
message is tagged as urgent, and includes the SEER number, severity and type.

Remote notification can be configured for the mailbox to allow a support person
to be notified immediately of the occurrence of the SEER by pager or phone.

SEER Printin g

Handling

The SEER Server can be modified to turn SEER printing on or off to improve
performance during periods of heavy activity. Each SEER requires 3 seconds
to print, and during heavy SEER activity, some SEER information may be lost
(that is, not stored in the SEER file on disk).

SEER printing will be turned off when 75% of the SEER Servers buffers are
full, and turned on again when less than 50% are full.

During this period, the SEER Server maintains a count of the number of Critical,
Major, Minor and Info SEERSs that were not printed. When printing resumes,
the server issues a SEER showing the numbers of SEERs that were not printed
for each severity. The severity of this SEER is equal to the highest severity SEER
issued during this period.
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Chapter 2

Maintenance actions

How to use this section
The special maintenance action SEERS for use with this chapter have a line of
information which regular SEERs do not have: the Act line. Occurring between
the first SEER statistics line containing the SEER class and report and the
description line, the Act line points to an entry in the “Primary maintenance
actions” table. For more information on SEER format, refer to the Introduction
to this document.

When a SEER with an Act line occurs you have a choice. Since SEER class and
report number print just like any other SEER, you can treat this SEER like any
other, and look up the report in the chapter belonging to the class. However, you
can choose to go more directly to the solution.

Entries in the Primary maintenance actions table are of three types:

« Those with no further information. The entry consists of a straightforward
action. Perform the action.

e Those with further information, but no reference to a checklist. Read the
further information. Sometimes it provides more detailed instructions. In
other instances, it gives background information to make it easier to
interpret and complete the action on the Act line.

* Those with a reference to a checklist, with or without further information.
Read the further information, if any. Go to the indicated checklist in the
“Maintenance action checklists” section, and follow the steps in the
checklist.

Applicability of this chapter
This chapter applies only to the following SEER classes:
e 11 Volume Server (VS)
e 14 MI Server and Interface (MI)
e 25 Application Module Link (AML)
e 59 Tape Driver (TP)
e 66 Disk Manager (DM)
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Primary maintenance actions

Table 2-1
Primary maintenance actions

“SEER action text”

Explanation and error recovery procedure

“Call your Nortel Networks support organization."
Be prepared to supply the following information:
* The hardware platform on which you are running.

* The software release you are using, and any patches you have applied.

« A concise description of the problem.

« The SEER numbers and text of the messages that first appeared.

* What steps you have taken to fix the problem.

« The SEER numbers and text of the messages that appeared during your atf

to fix the problem

“Check for SEER(s) of the following class: nn”

Check for a SEER report of class nnimmediately prior to this SEER. Follow the instructions
listed for that SEER report. If this does not solve the problem, check for the preceding SEER

reports of class nn and follow their instructions.

“Check the validity of the client specified in the SEER”

“Check the validity of the file specified in the SEER”

“Close the file opened by the client specified in the SEER”

“Delete some unneeded files on the volume”

If this report applies to a user volume, try deleting old message files.

“Disable, then reenable node noted in HWLOC”

“Ensure that the disk being used has valid data”

“Follow disk cleanup procedure”

Standard 1.0 Maintenance Messages (SEERs) Reference Guide
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Table 2-1
Primary maintenance actions (Continued)

“SEER action text”

Explanation and error recovery procedure

“Follow documented NTP procedures when replacing disks”

“Move some users to another volume”

“No action is necessary”
The message is for information only. No action is required.

“None. The system will/has recover”

The system has just recovered from an unexpected operation. No action is required. If the
system is generating these on more than a daily basis, call your support organization.

“Potential system overload. Expand the system.”

Atimeout has occurred and the system has recovered. No immediate action is needed. Review
system engineering with your support organization if SEER is repeated.

“Reboot system”

Courtesy down and reboot the system. Observe the bootup process for diagnostic results. If
problems persist, call your Nortel Networks support organization.

“Refer to DM Basic checklist”

The DM basic checklist is found in Table 2-6.

“Refer to DM Disk error checklist”

The SEER description line is formatted as:

disk # > sense key: # error code: # [block: #]

Use the sense key to select the correct procedure in the checklist. See the DM disk error
checklist in table Table 2-7.

“Refer to DM Driver error checklist”

See the DM driver error checklist in Table 2-8.

Standard 1.0 Maintenance Messages (SEERs) Reference Guide November 1999



30

Table 2-1
Primary maintenance actions (Continued)

“SEER action text”

Explanation and error recovery procedure

“Refer to DM Sync failure checklist”

The SEER description line is formatted as:

Sync failed. RC = #

Use the return code (RC) to select the correct procedure in the checklist. See the DM disk error
checklist in Table 2-7.

“Refer to Tape Error checklist”

The SEER description line is formatted as:

Tape # > sense key: # [FM] [EOM].

Use the sense key to select the correct procedure in the checklist. See the Tape error checklist
in Table 2-10.

“Refer to the following AML checklist items: Ji k. [, m”

The system is reporting a problem with the AML link. (The AML checklist contains the
troubleshooting tree for all AML relate problems, including switch, switch hardware, switch

datafill, cabling, MMail hardware and MMail datafill.) See the AML checklist in Table 2-2.

“Refer to the MI checklist”

Warning: Do not back up over the previous backup since the information on the disk may be
corrupt.

See the Ml checklist in Table 2-11.

“Refer to the Tasking Error checklist”

See the Tasking error checklist in Table 2-17.

“Refer to the VS checklist 1”

Warning: Do not back up over the previous backup since the information on the disk may be
corrupted.

See VS checklist 1 in Table 2-12.
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Table 2-1
Primary maintenance actions (Continued)

“SEER action text”

Explanation and error recovery procedure

“Refer to the VS checklist 2”

Warning: Do not back up over the previous backup since the information on the disk may be
corrupt.

See VS checklist 2 in Table 2-13.

“Refer to the VS checklist 3”

Warning: Do not back up over the previous backup since the information on the disk may be
corrupt.

See VS checklist 3 in Table 2-14.

“Refer to the VS checklist 4”

Warning: Do not back up over the previous backup since the information on the disk may be
corrupt.

See VS checklist 4 in Table 2-15.

“Refer to the VS checklist 5”

Warning: Do not back up over the previous backup since the information on the disk may be
corrupt.

See VS checklist 5 in Table 2-16.

“Replace the indicated SCSI drive”

Replace the drive identified in the SEER report. Follow NTP documented procedures when
replacing disk drives.

“Restore the node from backup tapes”

Restore the volume on the node indicated by the SEER report from tape.

“Run a VS audit to clean up the specified volume”

Run the VS audit. If this does not fix the problem, follow the maintenance actions for the SEER
reports produced.
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Table 2-1
Primary maintenance actions (Continued)

“SEER action text”

Explanation and error recovery procedure

“Sync the shadowed disk”

“Terminate unneeded tasks or unload overlays to reclaim memory”

—end—

Maintenance action checklists

Table 2-6
DM basic checklist

The information for this checklist has been taken from the relevant Installation and Maintenance
Guide (NTP 555-70x1-250).

1 Ensure the SCSI bus is securely connected to all SCSI devices and cards.

2 Ensure the SCSI bus is terminated at both ends, and that there are no intermediate
terminating resistors.

3 Ensure the relevant power converters are properly installed and that the lights on their
front panels remain solidly lit.

4 Perform a quick sanity check of the SCSI bus on all nodes:

e Power on all hardware in the node.
* Onnode 1, put a tape in the tape drive.

As power is applied, the disk light should come on briefly and go off. It should
not remain solidly lit. On node 1, the tape drive should make a series of
clicking noises as it tries to load the tape.
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Table 2-7
DM disk error checklist

The SEER description line is formatted as:
disk # > sense key: # error code: # [block: #]

Use the sense key number to select the correct procedure below.

Sense Meaning Action
Key
1 Recovered error If a large number of SEER reports occur with this sense code,

replace the disk indicated.

2 Not ready If this sense code occurs in normal operation, replace the disk
indicated.

3 Medium error Replace the disk indicated.

4 Hardware error Replace the disk indicated.

5 lllegal request Contact your Nortel Networks support organization.

6 Unit attention If alarge number of SEER reports occur with this sense code, follow

the DM driver error checklist. See Table 2-8.

7 Write protected Remove write protect jumper from disk.

If the action above does not correct the problem, follow the DM driver error checklist. See Table
2-8.
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Table 2-8
DM driver error checklist

On all platforms
1 Follow the DM basic checklist. See table 2-2

2 If driver error 129 occurs, ensure that all disks are jumpered to the correct SCSI IDs. See
the appropriate installation guide.

On MSM platforms

1 Follow the SCSI bus cable from one 68K transition module, to the disk drive pack, to the
other transition module. See the appropriate installation guide.

2 Use a continuity tester to check that the fuses at positions F6 and F7 of the 68K transition
module are not blown.

On EC platforms

1 Ensure that DIP switches SW1 - SW4 on the backplane are set correctly. See the
appropriate installation guide.

On Modular Option and Modular Option GP platforms
1 If driver error 129 occurs and the backplane stiffener is not installed, install it.

2 If 5.25" drives are being used, and the voltage regulator at position U5 on the DC CEPS
circuitboard is an LMT340AT, replace the CEPS with one thathas an L7805ACV regulator.

If a SCSI/RAM board is being used

1 If the message “bus 0 hang => bus reset” always appears when a node is being booted,
replace the MMP40 card.

2 If driver errors appear during peak system loading, or if disk sync fails with a return code
of 6713, replace the MMP40 card.

If the disk drive is a Seagate ST1480N

1 Remove the terminators. If the original problem disappears, the terminators that came
with the drive are incorrect and should be replaced with 220/330 Ohm ones.
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Table 2-9

DM sync failure ch ecklist

The SEER description line is formatted as:

Sync failed. RC = #

Use the return code (RC) number to select the correct procedure below.

RC # Action
6700 If this RC occurs when syncing online, try the following:
. unload unnecessary utilities
. use a smaller transfer size

6710  Often has an associated 6605/6606 SEER. Follow the actions specified
for these SEERSs.

6711  Check that you can write to the destination disk:

1 From scsi_util enter

* selectx

* copyx x0 0 wherexis the SCSI ID identified in the SEER
2 Check that the disk is jumpered correctly.

6712  Call ETAS.

6713  Often has an associated 6605/6606 SEER. Certain early vintages of
3.5-inch disks cause RC 6713 when synced with sufficiently large
transfer sizes. Examples are DSP3105 RIs T370 and ST11200N Rls
8240, 8334

3 Check that the SCSI bus is correctly terminated.
4 Check that the disks are at least at the minimum vintage.
Table 2-10
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Tape error checklist

The SEER description line is formatted as:
Tape # > sense key: # [FM] [EOM].

Use the sense key number to select the correct procedure below.

Sense Meaning Cause/Action
Key
0 Unexpected FM If “FM” appears in the SEER, an unexpected filemark has been

encountered. This is most likely due to supplying the “$” argument
to the tape server when the tape is actually non-bootable.

2 Not ready Check that there is a cartridge in the tape drive and that the drive’s
door latch is in the closed position.

3 Medium error 1. Clean tape drive head.
2. Retry operation.
3. Replace tape if problem persists.

4 Hardware error 1. Check the cartridge to see if the tape has snapped.
2. If not, replace tape drive.

6 Unit attention This sense key comes up after cartridge insertion/removal or a
SCSI bus reset. If you have not just inserted or removed a tape,
look for termination/cabling problems. If none are found, contact
Nortel.

7 Write protected 1. Turn the write protect tab away from the “SAFE” position.

2. Viper 2150 tape drives cannot write to DC300XLP cartridges.

8 Blank check 1. Replace tape and retry.

2. If problem persists, replace tape drive.

Table 2-11
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MI checklist

Warning: Do not back up over the previous backup since the information on the disk may be
corrupted.

For the following checklist, start at step 1 and proceed to the next step only if the current step
does not fix the problem. Follow documented NTP procedures when replacing hardware.

1 Check for class 66 SEERs and follow the maintenance actions suggested there.

2 Run diagnostics on the problem node. In the case of non-classic systems, specify full
memory test.

3 Replace SCSI cabling.
4 Replace the MMP40 or 68k card, as appropriate.

5 For “classic” systems, replace the SBC transition module.
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Table 2-12
VS checklist 1

For the following checklist, start at step 1 and proceed to the next step only if the current step
does not fix the problem. Follow documented NTP procedures when replacing hardware.

1 Check for class 14 and 66 SEERs and follow the maintenance actions suggested there.
2 Check for any following SEERs with rc=1104. If there are any such SEERSs then identify
the mailboxes provided in these SEERSs. If no mailbox is obtained
then run an audit and identify the mailboxes from the audit SEERSs.

3 If two or fewer mailboxes were flagged by the audit, or identified in SEERs, then delete
these mailboxes and re-execute audit.

4 Restore from backup.

Table 2-13
VS checklist 2

For the following checklist, start at step 1 and proceed to the next step only if the current step
does not fix the problem. Follow documented NTP procedures when replacing hardware.

1 Obtain the volume ID from the SEER.

2 Go to volume admin on the MMI and check if the volume ID obtained exists in this list.

3 If the volume ID exists, go to the Node Status Screen on the MMI to verify and put all
nodes InService. If all nodes are InService and the problem still
exists, check for class 60 SEERs and follow the maintenance

actions suggested there.

4 Check for class 14 and 66 SEERs and follow the maintenance actions suggested there.
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Table 2-14
VS checklist 3

For the following checklist, start at step 1 and proceed to the next step only if the current step
does not fix the problem. Follow documented NTP procedures when replacing hardware.

1 Go to the node status screen of the MMI and verify that all nodes are InService. If a node
is out of service, put it InService.

2 Check for class 14 and 66 SEERs and follow the maintenance actions suggested there.
3 FOR MSM & SPM systems:
Follow the procedure documented in chapter 8, “Disks,” of the Trouble Locating and
Alarm-Clearing Procedures NTP 557-7001-503.
For non-MSM/SPM systems:
Follow the procedure documented in the Installation and Maintenance Guide
(NTP 555-70x1-250).

4 Run diagnostics on the problem node. In the case of non-SPM/MSM systems, specify
full memory test.

5 Replace SCSI cabling.
6 Replace the MMP40 or 68k card, as appropriate.

7 For SPM and MSM systems, replace the SBC transition module.

Table 2-15
VS checklist 4

For the following checklist, start at step 1 and proceed to the next step only if the current step
does not fix the problem. Follow documented NTP procedures when replacing hardware.

1 Check for class 14 and 66 SEERs and follow the maintenance actions suggested there.

2 Run an audit on the system.
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Table 2-16
VS checklist 5

For the following checklist, start at step 1 and proceed to the next step only if the current step
does not fix the problem. Follow documented NTP procedures when replacing hardware.

1 Follow VS checklist 3. See Table 2-14.

2 Restore the node from the backup tape.

Table 2-17
Tasking error checklist

Atasking error occurs when two tasks/programs have problems communicating with each other.

Some typical causes of tasking errors are:
-overload
-not all nodes in the system are in service
-a task/program crashes or dies
-a software defect

The system will self-recover from many of these. If possible, retry the operation that resulted
in the error. If the problem persists, follow the steps below. Proceed to the next step only if the
current step does not fix the problem.

Note: Some of the following steps assume the user knows which node the problem task is
running on. If you do not know, proceed to the next step.

1 Verify that all configured nodes on the system are InService, especially the node(s)
involved in the error (that is, the nodes on which the originating and terminating tasks
reside).

2 Disable and re-enable the node on which the originating task resides.

3 Disable and re-enable the node on which the terminating task resides.

4 If the system is not in use or is unusable, try rebooting the system.
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Table 2-2
AML checklist

Depending on the nature of the problem, the maintenance action message pointing to the AML
checklist specifies one or more AML checklist items to be followed. The SEER action line is
formatted as:

“Refer to the following AML checklist items: Sk, m

for example, “Refer to the following AML checklist items: 2,4”

Perform the specified items in sequence. Proceed to the next item only if the current item does
not fix the problem.

1 Check the physical connections of the AML link.

a Verify the cable is securely attached at both ends.

b Verify the wires are properly soldered or crimped to the cable connectors.

¢ Verify the link cable is less than 50 feet long, otherwise a modem is required.

d Bypassintra-cabinet cabling using a full 25-pin straight-through RS232 cable between the
MMP40 or 68K card, AML port and the MSDL or ESDI port, to determine if the problem
is related to intra-cabinet cables.

2 Check the MSDL or ESDI card and related datafill on the Meridian 1.

a Check the name label of the ESDI card. Ensure the card is of vintage H or higher.

b Ensure the MSDL or ESDI card switches are set as per the appropriate Installation
Procedures.

¢ Check the datafill of the MSDL or ESDI port for the AML link in the Configuration Record,

for example, T1, T2, T3, K, port option. Data should be set as per the appropriate
Installation Procedures. The port should be enabled.

Ensure the Meridian 1 has the correct ROM cards and software options as per the
appropriate Site and Installation Planning Guide.

Verify that a sufficient number of call registers are configured to support the number of
call registers assigned to AML messaging in the parameters CSQIl and CSQO, as per the
Meridian 1 NTPs.

Verify that the Configuration Record and the Meridian Mail ACD queue have the same
VASID for the MSDL or ESDI port used for the AML link.

If numerous Input/Output (SDI) ports are used on the Meridian 1, ensure that the CDR
port is operating at the recommended baud rate. Refer to the Meridian 1 NTPs for proper
engineering.
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Table 2-2
AML checklist (Continued)

h Run a self-test of the MSDL or ESDI card, and replace the card if it fails. If the card tests
“OK”, disable the card. For Release 17, use the ACMS command to enable the link.

3 Verify that the system was properly administered

a Ensure the system (Meridian 1 and Meridian Mail) power and grounding comply with the
NTPs. Ground loops can contribute to intermittent problems.

b Ensure the Meridian 1is initialized whenever changing values for call registers or assigning
a new network loop for Meridian Mail.

¢ Program Meridian 1 traffic to capture TFS008 reports. Examine reports for End-of-block
errors. If errors are reported, replace the ESDI card with one of H vintage or higher.

4 If the system is not running the latest release of software, verify that the
required patches, if any, are installed on the Meridian 1 and Meridian Mail.

5 Check the datafill on Meridian Mail:

For report 2502

- Check the Channel Allocation Table and correct the channel DN as required.

For report 2522

- Verify that the Notification DN has been defined correctly for the user. Also check the
RC on the SEER to determine the reason for failure:

1 = Failure/error on D channel between NMS locations
2 = Invalid DN

3 = Remote switch not NMS

For other reports

- Call Nortel Networks support to verify the hardware database is set up properly, for
example, the voice ports are set up correctly as per the appropriate System Installation
and Modification Guide.

6 Reboot the system and run diagnostics on the memory cards. If the problem
persists, refer to the appropriate Maintenance Guide for card replacement
procedures.
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Table 2-2
AML checklist (Continued)

7 Set the time of day on the Meridian 1 using Overlay 2.
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Chapter 3

SNMP for Meridian Mall

What is SNMP for Meridian Mail?

The System Event and Error Reports (SEERS), generated by the Meridian Mail
system software components, identify every significant system event and error
that occurs.

In Meridian Mail 13 this functionality is expanded to include the SEER
notification via the Simple Network Management Protocol (SNMP).

When this feature is enabled, a SEER trigger will cause an unsolicited message
(an SNMP trap) to be broadcast to all SNMP Managers that have been set up to
receive the trap.

The SNMP Managers display the trap message to alert the system administrators
of the SEER natification The trap message will contain the complete SEER that
includes the SEER number, SEER description and its severity that is one of the
following: critical, major, minor and info.

The user benefits of this feature are:

1. The feature provides prompt notification of system problems to system
administrators. Its notification contains the complete SEER text that is
different from the SEER messages deposited into the Message Trigger
Mailboxes.

2. Some user have Message Trigger Mailboxes set up but they do not have
the outcalling feature installed. The SNMP notification is used as a remote
notification mechanism for SEER alarms.

3. Currently, together with remote notification, a SEER trigger is used to
notify 2 mailboxes and up to 6 remote notification (RN) devices.
This means that only up to 6 users can be notified. The SNMP noatification
can be broadcast to a larger number of users.

A local area network or a wide area network is optional.



46

Standard 1.0 Maintenance Messages (SEERs) Reference Guide November 1999



Class 11 Y

Volume Server (VS)

Introduction

A volume is a subdivision of a disk consisting of two “sub-volumes”; one for
text, one for voice data. A volume is identified by an integer. Each volume has
its own volume server which:

« allows access to the volume by application programs (“clients”)
e controls concurrent access to files on the volume

e manages a list of free disk blocks for the volume

« keeps track of the amount of space used by each user

- performs garbage collection to remove expired messages

Each volume server runs an audit every night to recover any disk blocks lost

during the day. Normally blocks are lost only due to program restarts or other
error conditions. SEERs mark the beginning and end of the audit. These are

normal.

Most VS SEERSs represent normal events such as audits or minor errors affecting
single user operations. Serious errors can indicate either that the volume server
is not running properly or that the volume has been corrupted in some way—
any or all accesses to the volume may fail. In the case of a user volume, this
denies access to all mailboxes on that volume. In the case of the system volume
(VS1), the entire system may become non-operational.

A class 11 SEER may contain:
« name of the volume server (for example, VS2)

e path of the problem file (that is, /volume/cabinet/file)
* lower level return code
« explanatory text

« hex data
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Class 11 Volume Server (VS)

Reports
1101 Minor Error Action 1
Cause: One of the following tasking errors can occur resulting in failed inter-task

Impact:

1103

Cause:

Impact:

1104

Cause:

Impact:

1105

Cause:

Impact:

communication. If the text says:

1. “VSn:tasking error in VSProcs i”, a client trying to communicate with volume
server n encountered task error i. This may indicate that a volume server is not
running, resulting in denial of service to some or all users. Normally a volume
server will be restarted automatically.

2. “VSn:buffer problem sending to OFS 21", VSn could not inform an OFS of an
update to a cached file due to inadequate buffers on the OFS. Clients may not see
the update.

3.  “VSn:send to update of OFS failed i”, VSn could not inform an OFS of an update
to a cached file due to taskresult. Clients may not see the update.

Depends on cause, see above.

Major/Critical Admin Action 2

The volume is almost full.
1. The text volume is almost full. It has reached 90 - 95% (Major) or more than 95%
(Critical) of its capacity.
2. Thevoice volume is almost full. It has reached 90% or more (Major) of its capacity.
Potential problem soon with increasing file sizes or adding files to the volume.

Minor Error Action 3

A bad blockID has been passed to the VS. If the text says:
1. “VSn:vs_ReadBlock Bad BlockID”, a client attempted to read an invalid block on
volume n. May be a problem with the task issuing the SEER.
2. "VSn:Vs_WriteBlock Bad BlockID”, a client attempted to write an invalid block
on volume n. May be a problem with the task issuing the SEER.
3. “VSn:GiveBlkinvalid block”, then the VS noticed an invalid blocklD when trying
to free up a block.

May indicate a corrupted file. If so, subsequent accesses to that file may also fail. Impact
to users depends what file it is.

Major Error Action 4

The VS for a certain volume was not found. This could be because the VS is not running,
or a FID has a bad volume ID or volume ID = 0.

The operation attempted by the user will fail until the problem is fixed.
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1106

Cause:

Impact:

1107

Cause:

Impact:

1108

Cause:

Impact:

1109

Cause:

Impact:

1110

Cause:

Impact:

1111

Cause:

Impact:

1112

Cause:

Impact:

1113

Cause:

Impact:

1115

Cause:

Impact:

Info/Debug Action 5

Two clients tried to update the same file at the same time.
The second client will not be able to update the file until the first client is finished.

Minor Error Action 6

The volume server has opened the maximum number of files for its volume.
No more files can be opened until some are closed.

Minor Error Action 7

The defer queue has reached its maximum value for the volume.
Effect should be transient, some operations will fail until some files are closed.

Minor Error Action 8

The maximum Read copy file open limit has been reached for the volume.

Usually transient. The operation fails but the error should stop occurring after some files
are closed.

Minor Error Action 9

A client had a file open in quick-read-write mode too long and VS closed the file.
The client will have to reopen the file.

Minor Error Action 10

A client passed an invalid FID to the volume server or tried to access a file which was
closed by the VS.

The client will have to reopen the file. Usually minor impact affecting only one client.
Minor Error Action 11

A client tried to open a file using a NIL taskID.

Operation fails.

Minor Error Action 11

A client tried an invalid or non-existent function.

The operation fails.

Minor Error Action 12

A client frees up a block that the VS thinks is not in use.
May indicate corruption on a volume.
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1116 Minor Error Action 13

Cause: Corrupted block buffer.

Impact: May indicate a problem with application software but not volume corruption.
1117 Minor Error Action 14

Cause: Bad media type.

Impact: May indicate a problem with application software but not volume corruption.
1118 Minor Error Action 15

Cause: Volume server limit for block records (BRs) exceeded.

Impact:  The volume server closes the file. Subsequent accesses may result in SEER 1111. The
operation in progress fails.

1119 Minor Error Action 11
Cause: Client attempted to write a block to the OFS.
Impact: The operation fails.

1121 Critical Error Action 16

Cause: The disk could not be accessed. The VS can't rendezvous with the mi_server. The
mi_server may be down.

Impact:  All operations requiring access to that disk will fail.

1122 Minor Error Action 17

Cause: Bad parameters passed to VS by a client.

Impact:  Operation fails.

1123 Minor Error Action 18

Cause: Volume server detected termination of an open file server (OFS).
Impact:  Access may be slower for files which are normally cached.

1124 Critical Error Action 19

Cause: Insufficient memory for volume server to perform operation.

Impact: If it occurs on start-up, no accesses to that volume will work. Otherwise either an online
backup or audit may fail. Chronic audit failure can result in loss of disk space and a
volume full condition.

1126 Minor Error Action 20

Cause: The volume server found a discrepancy between its volume name and the volume name
stored on disk. Can be caused by renaming a volume or restoring one to a different name.
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Impact:

1127

Cause:
Impact:

1128

Cause:
Impact:

1129

Cause:

Impact:

1130

Cause:
Impact:

1131

The volume server cannot start and the volume cannot be accessed.

Minor Error Action 21

A client passed a bad key to the volume server.

The client’s activity will fail.

Minor Error Action 22

Volume server has reached limit of quick-read-write files.

Usually a transient error resulting in some failed operations until files are closed.
Minor Error Action 23

Volume server complains of a control conflict when asked to perform two mutually
exclusive tasks. Can be caused by trying to perform an online backup during an audit or
volume compress operation.

Cannot perform second operation until first one is complete.

Critical Error Action 24

A disk error occurred reading or writing a block.
May indicate transient or serious disk problems.

Critical Error Action 25

Cause:Volume server could not write some of its system data.

Impact:

1132

Cause:

Space may be lost on the volume.

Info System Action 26

A nightly volume server audit is being run. Depending on the text of the SEER, this may
be perfectly normal or may indicate minor or major system problems. The following
SEERSs are normal; if the text says:

1. “VSn:Starting Audit”, a normal audit has begun.

2. “VSn:Finished Audit; # blocks recovered = n”, a normal audit has completed and
n blocks have been recovered.

3.  “VSn:Starting Garbage Demon dd/mm/yy hh:mm:ss”, a normal garbage demon
has started removing files which were obsolete as of the specified time.

4.  “VSn:Garbage Demon Finished-files deleted=m”", the garbage demon completed.

The number of files it removed is m.
5.  “VSn:Starting Shadow Disk Audit...”, the shadow disk audit has started.

6.  “VSn:Finished Audit: # blocks mismatched=x", the shadow disk audit has finished.
If X is non-zero, this indicates that the shadow disks are not in sync.
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Other SEERs are abnormal and indicate problems encountered during either the audit,
garbage demon, or on-line backup. The auditor accesses every file on the volume so it
will tend to catch any file corruptions.

Impact: Cases 1-5: None
Case 6: Different data may be read from the shadow disks causing file
inconsistency.

1133 Critical Error Action 27

Cause: The volume server has discovered a damaged bit map.
Impact: Up to 8192 free blocks may be lost.

1134 Critical Error Action 28

Cause: The volume server has failed to start due to an error given as the return code.
Impact: No access to the volume.

1135 Major/Minor Error Action 29

Cause: One of several internal failures in the volume server. If the text says:

1.  “VSn:Audit bit map error (text) m” or “VSn:Audit bit map error (voice) m”, the
auditor is correcting an error in the volume block allocation bit maps. This error
can occur normally in some rare circumstances when files are being deleted during
an audit. If it occurs often, it may indicate a more serious consistency problem,
contact your Nortel Networks support organization. The block number is given as
m.

2. That a task crashed, an internal task has terminated abnormally for reasons given
in the SEER. The task will be restarted automatically.

Impact: Normally no impact, but may indicate serious problems.
1136 Minor Error Action 30

Cause: A user is trying to exceed their space allocation.
Impact:  The user will not be able to add files.

1137 Minor Error Action 31

Cause: The Volume Server is being told to bill space to a user which it does not know about. If
a system reboots or a volume server restarts, and new users had been added that day, this
error may result if those users attempt to access their mailboxes.

Impact: New users may not be able to use the system until the next day.
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1138

Cause:

Impact:

1139

Cause:

Impact:

1141

Cause:

Impact:

1142

Cause:

Impact:

1143

Cause:

Impact:

1145

Cause:

Impact:

1146

Cause:
Impact:

Minor Error Action 32

An error occurred writing some of the space records and some data was lost. The return
code indicates cause of the error.

The audit failed to write some user’s space records to disk. Those users may be unable
to compose messages.

Minor Error Action 33

The volume server has reached the limit for number of users.
No more users can be added to the volume.

Minor Error Action 34

Avolume compress operation is being run to reduce the size of a volume. This is normally
done only during installation, conversion or expansion. If the text is “starting
compression”, the next volume size in blocks will be given. This value will be negative
if a text volume is being compressed. Depending on the text of the SEER there may or
may not be a problem. The return code may give more information about any errors.

If the SEER indicates failure to compress, the volume has not been compressed.

Minor Error Action 35

The temporary volume ran out of space during an on-line backup due to too much activity
on the volume during the backup or due to the backup taking too long (for example, it
stopped while waiting for a new tape to be put in).

The online backup fails.

Minor Error Action 36

vs_e Lock timeout. Server table locked too long by client s/w.
No further volume table updates on that processor. No user input.

Minor Error Action 37

Too many open file servers registered with VS.
OFS caching partially disabled, possible performance impact.

Minor Error Action 38

Audit failed

Problems resulting in “audit failure” mean that lost blocks are not recovered. Since blocks
are usually lost only due to abnormal system conditions, the impact may be minimal
unless the audit fails every time. Consistent audit failure will lead to the volume full
condition (see SEER 03) due to lost blocks. Problems resulting in garbage demon failure
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1147

Cause:
Impact

1148

Cause:

Impact:

1149

Cause:

Impact:

1150

Cause:

Impact:

1151

Cause:

Impact:

1155

Cause:

Impact:

mean that some or all of the obsolete messages may not have been deleted from users’
cabinets. In time, this too can lead to a full volume. Other problems encountered during
an audit do not prevent the audit from recovering lost blocks, but may indicate problems
with particular system files or users’ cabinets.

Info/Debug Action 39

Task which had a file open died without closing the file.
None. VS cleans up.

Minor Error Action 40

Error during online backup. Depending on the text of the SEER, this may be perfectly
normal or may indicate minor or major system problems. Look up error code to determine
reason for failure.

1.Volume server audit has aborted the online backup
2. Volume server audit has been delayed by 30 minutes in order for
the online backup to complete

Backup may fail

Info Admin No Action

Normal Backup. If “VSn:starting online backup” then an online backup operation has
started. If “VSn: Online backup done, #orgasm” then an online backup operation is
complete. If m is greater than 900, consider doing the backup at a quieter time.

None
Info Debug Action 41

A client task still has an obsolete version of a file open even though the file has been
updated.

Normally none. It can result in SEER 1118 problems if it persists.
Minor Error Action 42

VS had error invoking open files server.

Some tasks may not see new data.

Minor Error Action 17

The VS Auditor could not send Message Trace specific information to OM.
In Session Trace, the VS Audit record will not be seen.
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Actions

Action 1: Case 1. If the volume server does not restart automatically, contact your Nortel
Networks support organization.
Cases 2-3. Redo the update. If it reoccurs, contact your Nortel Networks support
organization.

Action 2: Check that the nightly audit is functioning. Remove files on the volume in question. If
the operation involved VS1, remove directory entries or OM files. The effect of corrective
actions may be delayed until the night-audit is run, or you may choose to run the audit
manually. All volumes tool in thAdministration Tool§NTP 555-7001-305) may be
used to free-up any deleted messages. Consider redistribution of users on multi-node
systems, turning on automatic message deletion, or buying a storage upgrade.

Action 3: Look at previous SEERS to try to identify reason for corruption or identify the offending
client program. If possible, remove the bad file. The problem could be the result of a
hardware problem. Run hardware diagnostics. If the error persists, contact your Nortel
Networks support organization.

Action 4: Ensure that the system is fully operational and all nodes are running. Look at locale
number and remote TaskID parts of SEER to identify offending client program. If the
problem persists, contact your Nortel Networks support organization.

Action 5:  Try the operation later. If the problem persists, disable and reenable the nodes mentioned
in the SEER.

Action 6: Problem is likely to be transient. If it persists, it may be cleared by disabling and
reenabling the node on which the volume server is running.

Action 7: Reduce the maximum message length in the MMI through the Voice System
Administration/Options menu screens.

Action 8: There may be too many users. For multi-node systems, ensure the users are distributed
evenly on each node. If the problem persists, contact your Nortel Networks support
organization.

Action 9: May indicate an overloaded system or an excessively big cabinet. If the error persists,
contact your Nortel Networks support organization.

Action 10: Look for previous SEERs indicating files closed by the sweeper or due to quick-read-
write timeouts. Investigate those SEERSs. If the problem persists, contact your Nortel
Networks support organization.

Action 11: Collect all SEERs and contact your Nortel Networks support organization.
Action 12: Collect all SEERs and contact your Nortel Networks support organization.

Action 13: Disable and reenable the node mentioned in this SEER. If problem persists, contact your
Nortel Networks support organization.
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Action 14

Action 15:

Action 16:

Action 17:
Action 18:

Action 19:

Action 20:
Action 21:

Action 22:
Action 23:

Action 24:

Action 25:

Action 26:

Action 27:

Action 28:

Action 29:

. Disable and reenable the node mentioned in this SEER. If problem persists, contact your
Nortel Networks support organization.

May be transient problem. If it persists, contact your Nortel Networks support
organization.

The return code is an Ml_SERVER diagnostic code. Look it up in the Appendix. Possible
hardware problem with the disk subsystem. Run disk diagnostic.

Contact your Nortel Networks support organization.

Look for SEERSs giving reason for OFS termination. Disable and reenable the node on
which the OFS was running.

If the administrator is using network, hardware, or voice service administration, free
memory by exiting these menus. Ensure that no tools or utilities are in use. The condition
can be cleared by disabling and re-enabling the node. Memory can also be freed by
disabling DSP ports on that node. If the problem persists, contact your Nortel Networks
support organization.

Contact your Nortel Networks support organization.

Look for preceding SEERSs indicating files closed. Collect SEERs and contact your Nortel
Networks support organization if the error persists.

If the error persists, contact your Nortel Networks support organization.

Wait until volume server is in correct state for the operation. If the problem was due to
a scheduled backup, change the schedule time so that it does not coincide with the nightly
audit. If the volume server appears to be stuck in a bad state, disable and reenable the
node where the volume server is running.

Look up the MI_SERVER error code in the Appendix. If this error occurs consistently
on a user volume, consider moving users to a disk which is less heavily used. If the
problem persists contact your Nortel Networks support organization. Other error codes
may indicate hardware problems with the disk subsystem. Run disk diagnostics.

Wait for nightly audit, or try deleting files on the volume. If the problem persists, contact
your Nortel Networks support organization.

Cases 1to5: None

Case 6: Disable the shadow disk feature on the node the VS is running on, and
then run a regular VS audit to check for file integrity. Any error reported
during the audit may indicate file corruption. It may be necessary to restore
the volume from backup.

Look up the return code in the Appendix. Check that the nightly audit recovers space
without error by viewing the overnight SEER messages.

Look up the return code in the Appendix. If the problem persists contact your Nortel
Networks support organization.

If problem persists, collect SEERs and contact your Nortel Networks support
organization.
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Action 30:
Action 31:

Action 32:
Action 33:
Action 34:

Action 35:

Action 36:
Action 37:
Action 38:

Action 39:
Action 40:

Action 41
Action 42

Ask the user to delete files or give the user more space.

Ensure the audit runs correctly that night. This will cause the new users to be recognized
by the VS. Alternatively, delete and re-add the users.

Look up the return code in the Appendix.

Redistribute users to other volumes. If all volumes are full, consider expanding system.

Investigate the return code if one is given. If the text says “Specified size to compress
into too small!” then delete some files and retry the operation.

Perform the backup when the system is less busy. Do not leave the system waiting for a
new tape for long periods.

Disable and re-enable node.
Contact your Nortel Networks support organization.

Periodically check the SEERSs to ensure that all nightly audits are completing successfully.
If a SEER includes a file name, the problem can often be fixed by removing the indicated
file or cabinet. In particular, if the file name refers to a userID (for example, “/2/users/
Smit2345”) try removing files in the user’s cabinet or deleting and re-adding the user (in
this example the user at box 2345). If problems persist, contact your Nortel Networks
support organization.

If problems occurs too frequently, contact your Nortel Networks support organization.
Case 1. Retry backup.
Case 2 None.

. If problem persists, contact your Nortel Networks support organization.
. Disable and reenable node defined in the SEER.
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Cabinet Access Method (CM)

Introduction
A cabinet stores system files and user files (voice messages). A user’s personal
cabinet is often called a “mailbox”. The Cabinet Access Method is a set of
routines that
e Stores, retrieves, and updates files and related information in cabinets
* Maintains and retrieves counters for different types of files
« Performs buffered operations on a cabinet
Cabinet errors can cause
* A service to become unusable (such as Express Messaging) if a system
cabinet is affected (for example, the corporate directory)
« Messages to go undelivered, if an MTA cabinet is affected
« A mailbox to become inaccessible, if a user’s personal cabinet is affected
¢ Volume server audit errors to occur
A Class 12 SEER contains
e Cabinet File ID
 Record ID
Reports
1250 Minor Error Action 1
Cause: A cabinet may be corrupt. For example, part of the cabinet may be missing.
Impact: The cabinet cannot be accessed.
1251 Minor Error Action 2
Cause: Attempt to access a cabinet with an incompatible version of software. The software

Impact:

version is shown in the SEER.
No cabinets are accessible making the system unusable.
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1280 Minor Error Action 3
Cause: A bad parameter was passed to a CM function. This can result from a previous file system
error.

Impact: ~ The operation fails.

1282 Info/Debug Action 4

Cause: A minor failure has occurred while attempting a CM operation. The return code and text
give the underlying cause. This usually results from cleaning up after some previous
failure, for example, trying to delete a file which is no longer there.

Impact: In most cases there is no impact except a few lost blocks which should be recovered by
the nightly VS audit.

Actions

Action 1:  Attempt to determine which cabinet is corrupted. If it is a user’s cabinet, delete and re-
add the user. Ifthe error persists, collect SEERs and contact your Nortel Networks support
organization.

Action 2:  Ensure that the system is correctly installed or converted. Contact your Nortel Networks
support organization.

Action 3: Investigate any errors preceding this one. If the error persists, collect SEER information
and contact your Nortel Networks support organization.

Action 4: If the error persists, collect the SEER information and contact your Nortel Networks
support organization.
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Open File Server (OFS)

Introduction

An Open File Server program runs on each node of the system. It manages an
area of memory called a “cache” which is used to hold blocks of frequently read
disk files in order to speed up access to these files by reducing the number of
disk reads needed. On multi-node systems, the OFS also manages an area on
the locally attached disk. This area is used to reduce the number of times data
has to be obtained from other nodes. Both voice and text blocks can be cached.
OFS errors can cause slow response from Voice Messaging and increased load
on the MI_SERVER.

A Class 13 SEER may contain a lower level return code.

Reports

1303 Minor Error Action 1

Cause: Atasking error occurred when the OFS tried to register with a Volume Server. The tasking
error is given in the SEER.

Impact:  Usually negligible. The OFS in question will not cache files from the VS in question.
This may result in a minor performance slowdown.

1304 Minor Error Action 2

Cause: An error occurred when the OFS tried to register with a volume server. The error code
is given in the SEER.

Impact:  Usually negligible. The OFS in question will not cache files from the VS in question.
This may result in a minor performance slowdown

1305 Minor Error Action 3

Cause: The Open File Server could not load files in its control file. This usually means:
1. The volume server, related to the files, is down.
2. The control file has errors.

Impact:  The file will not be cached. Some prompts may be inaccessible
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1306 Minor Error Action 4

Cause: The size of a shared memory file has changed in the interval between segment allocation
and reading of the file.

Impact:  The file will not be cached.

1309 Minor Error Action 5

Cause: A tasking error occurred when pushing data to client program. It can be caused if a client
program fails while sending data from OFS.

Impact: User operation fails.

1310 Minor Error Action 6

Cause: Open File Server had the start-up error specified by the error code in the SEER.

Impact:  The OFS will not start. Voice messaging will not work on that node.

Actions

Action 1: Disable and reenable the node running the OFS.

Action 2: Look up the error code given in the SEER. Disable and reenable the node running the VS.

Action 3: Contact your Nortel Networks support organization.

Action 4: Disable and reenable the node.

Action 5:  Look up task result given in SEER. If the problem persists, collect SEERs and contact
your Nortel Networks support organization.

Action 6: Look up error code. Contact your Nortel Networks support organization.
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MI Server and Interface (Ml)

Introduction
The MI layer is a virtual disk handler. All disk requests pass through the Ml
layer. There is one mi_server on each node. Disk requests on the local node just
pass through the Ml interface, while disk requests for remote nodes pass through
the mi_server on the remote node. Each disk (or pair of disks if they are
shadowed) has a unique name; the name starts with ‘FAST’ and since there is
only one disk associated with each node, nodes greater than node 1 have the
node number appended to the FAST. For example, the disk on node 5 would
have the name FASTS5.
Class 14 errors occur when data cannot be read from, or written to, the disk.
The severity of the error depends on what part of the disk is affected. In some
extreme situations the system will not boot-up if the programs cannot be read
from disk. Less severe problems would only affect a single user, or possibly a
single message. The actual disk error is reported by the disk driver software. If
a disk is reported faulty it should be replaced.

Reports

1420 Minor Error Action 1

Cause: The mi_procs has a problem invoking mi_ server entries, or the mi__ server failed to

perform the requested operation.

Impact:  The MI operation will fail.

1430 Minor Error Action 2

Cause: The mi_procs could not rendezvous with the mi_server.

Impact: A client could not read a block from disk, or write a block to disk. An associated SEER

indicates the service that was affected.

1434 Minor Error Action 3

Cause: The mi_procs could not rendezvous with the mi_server.

Impact:  The control operation to the mi_server could not be executed. An associated SEER

indicates the service that was affected.
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1440 Critical Error Action 4

Cause: The mi_procs in the Monitor could not allocate, or find the shared memory segment
‘MIVSSEG'.

Impact:  The system will not operate if it cannot allocate this memory.

1442 Critical Error Action 4

Cause: The mi_server in the OSP could not allocate memory for buffering.

Impact:  The system will not operate if it cannot allocate this memory.

1457 Minor Error Action 5

Cause: The mi_server could not send data which was read from the disk to the client. This means
that the disk was successfully read, but the data could not be transferred to the client,
usually on a remote node.

Impact:  The client did not receive data from disk.

1458 Minor Error Action 6

Cause: The mi_server could not receive data from a client that was supposed to be written to the
disk. This means that no attempt was even made to write to the disk.

Impact:  The data from the client was not written to disk.

1465 Critical Error Action 7

Cause: The mi_server failed its sanity test.

Impact:  All disk access for that node will fail.

1467 Minor Debug Action 8

Cause: An unknown disk error has occurred.

Impact:  The MI control request will fail.

1469 Minor Debug Action 9

Cause: An attempt was made to reallocate memory which has already been allocated.

Impact: No impact.

1471 Info Debug Action 10

Cause: An mi_server defer queue was allocated and has timed out.

Impact:  No impact.
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1472

Cause:

Impact:

1475

Cause:

Impact:

1476

Cause:

Impact:

1477

Cause:

Impact:

1478

Cause:

Impact:

Minor Error Action 11

The internal Ml table has been corrupted. The Ml will try to reinitialize the table. If the
reinitialization fails, a 1465 sanity SEER will be printed.

All disk access for that node is unreliable.

Minor Debug/Error Action 12

The mi_server could not send the control block which was read from the disk to the client.

This means that the disk was successfully read, but the data could not be transferred to
the client. This SEER only occurs when changes are made to the virtual volumes on disk,
and is associated with a backup to tape, or during the installation of a system. If only the
debug level SEER is printed, the read operation succeeded on retry; otherwise, the read
failed.

Minor Error Action 13

The mi_server could not receive the control block from a client that was supposed to be
written to the disk.

This means that no attempt was even made to write to the disk, and indicates a possible
problem with the bus interconnecting the nodes, the sanity of the remote node, or the
client on the remote node. This SEER only occurs when changes are made to the virtual
volumes on disk, and is associated with a backup to tape, or during the installation of a
system.

Minor Error Action 14

A tasking error occurred while trying to read or write the mi control block to disk. The
control block contains the list of virtual volumes defined on the disk.

This SEER only occurs when changes are made to the virtual volumes on disk, and is be
associated with a backup to tape, or during the installation of a system. It usually indicates
a disk, or disk driver hardware problem. Another SEER with a return code of 1477 will
indicate the actual operation that failed.

Minor Error Action 15

A tasking error occurred while trying to do a direct-read from disk. A direct-read occurs
when the operation does not rendezvous with the mi_server.

The client did not receive data from disk. An associated SEER indicates the service that
was affected.
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1479 Minor Error Action 16

Cause: A tasking error occurred while trying to do a direct-write to disk. A direct-write occurs
when the operation does not rendezvous with the mi_server. It usually indicates a disk,
or disk driver hardware problem

Impact:  The client did not write data to disk. An associated SEER indicates the service that was

affected.
1480 Minor Error Action 17
Cause: There was an error in processing the mi internal volume tables in RAM. These volume

tables are read from the mi control block on the disk, and saved in RAM.

Impact:  The system will not operate correctly.

1488 Info Error Action 4
Cause: The mi_tools cannot allocate memory for the requested control function.
Impact:  The mi control request will fail.

1489 Info Debug Action 18

Cause: Bad data was supplied to the mi_server. This occurs normally when a single node is
rebooted and the other nodes are active.

Impact:  The mi_server ignores the data.

Actions

Action 1 The SEER contains the tasking result or error code. Check the tasking result/error code
against the SEER manual for more information.

Action 2 The return code is a task result which indicates the reason why the rendezvous failed. If
an invalid task ID is returned then the most likely error is that the remote node has failed.
Check for SEERs indicating the failure of a node.

Action 3 The return code is a task result which indicates the cause of the problem. If an invalid
task ID is returned then the most likely error is that the remote node has failed. Check
for SEERs indicating the failure of a node. This problem only occurs when creating or
deleting a volume, which is normally only during a backup.
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Action 4
Action 5

Action 6

Action 7

Action 8
Action 9

Action 10

Action 11

Action 12

Repair the hardware.

Try to match this SEER code (1457) with another SEER that reports the 1457 as a return
code. If the remote node is alive and receives the error, then the client will report the
error, with the 1457 as part of its SEER. The severity of the problem will be based on
the severity of the operation of the client.

If no matching SEER can be found, there could be a bus interconnection problem, or a
problem with the remote node. Check for SEERSs that indicate a failure of the client or
the node. Contact your Nortel Networks support organization.

Try to match this SEER code (1458) with another SEER that reports the 1458 as a return
code. If the remote node is alive and receives the error, then the client will report the
error, with the 1458 as part of its SEER. The severity of the problem will be based on
the severity of the operation of the client.

If no matching SEER can be found, there could be a bus interconnection problem, or a
problem with the remote node. Check for SEERSs that indicate a failure of the client or
the node. Contact your Nortel Networks support organization.

Determine the cause of the sanity failure from the associated SEERs. This is usually
caused by bad hardware, the most likely being the CPU or memory.

Check for a disk problem.

This SEER is for information only. This SEER is expected after an mi_server is restarted,
as the mi_server allocates the memory when the system boots up. During normal
operation, this SEER should not occur. If the problem persists, contact your Nortel
Networks support organization.

This SEER is for information only. An allocated defer queue is released if it has been

allocated for a specified time. This is a recovery mechanism in the event that the SCSI
driver does not return with a disk operation. It could indicate a possible problem with the
disk or SCSI hardware. In that case, contact your Nortel Networks support organization.

Try to reinitialize the diskWarning: All previous data stored on the disk will be lost.)
If the problem persists, contact your Nortel Networks support organization.

Try to match this SEER code (1475) with another SEER that reports the 1475 as a return
code. If the remote node is alive and receives the error, then the client will report the
error, with the 1475 as part of its SEER. The severity of the problem will be based on
the severity of the operation of the client.

The SEER contains the task result, and a hex dump of the remote pointer. Usually the
task result will be adequate to determine why the push failed.

If no matching SEER can be found, there could be a bus interconnection problem, or a
problem with the remote node. Check for SEERs that indicate a failure of the client or
the node. If the problem persists, contact your Nortel Networks support organization.
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Action 13

Action 14

Action 15

Action 16

Action 17

Action 18

Try to match this SEER code (1476) with another SEER that reports the 1476 as a return
code. If the remote node is alive and receives the error, then the client will report the
error, with the 1476 as part of its SEER. The severity of the problem will be based on
the severity of the operation of the client.

The SEER contains the task result, and a hex dump of the remote pointer. Usually the
task result will be adequate to determine why the pull failed.

If no matching SEER can be found, there could be a bus interconnection problem, or a
problem with the remote node. Check for SEERSs that indicate a failure of the client or
the node. If the problem persists, contact your Nortel Networks support organization.

If the error occurred during backup then try the backup again. The return code of the
SEER contains the task result which indicates why the disk operation failed.

The return code of the SEER contains the Task Result which indicates why the disk
operation failed. If the problem persists, run disk diagnostic.

The return code of the SEER contains the task result which indicates why the disk
operation failed. If the problem persists, run the disk diagnostic.

The return code which the SEER contains indicates the cause of the problem. The most
probable error would be an error reading the control block, which normally indicates a
disk drive or SCSI hardware failure. After this error, the system will not operate correctly,
and will have to be repaired. Contact your Nortel Networks support organization.

This can be ignored if it occurs occasionally during the warm boot of a node. However,
if it occurs during normal operation, there could be a possible memory or inter node bus
communication problem. Contact your Nortel Networks support organization.
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Backup and Restore Program (BURP)

Introduction

Reports

The Backup software backs up system and user data automatically at a time set
by the System Administrator, or whenever it is invoked by a user. For single-
node systems backup must be done to tape; on multi-node systems, if the disk-
to-disk backup feature is enabled, backups may additionally be done to disks.

Usually, Backup errors have no or little impact on system operation. But the
backup must be tried again. If the backup fails again, then the problem should
be investigated and solved immediately. Backing up data periodically is strongly
recommended.

If a disk drive fails and a backup exists, the contents of the disk drive can be
restored from the backup. Errors encountered by the Restore software may make
it impossible to recover the data from the backup.

Problems that persist after the recommended actions have been taken may
indicate a hardware problem. In this case contact your support organization.

The Backup and Restore Program (BURP) is a utility providing commands to
do backup and restore operations. Normally, however, backup operations would
be done from the volume administration screen of the MMI. Restore operations
would be done off-line, booting from the install tape.

Although selective backup and restore are integrated with volume backup, they
are reported through a separate SEER class. See SEER class 76.

A Class 15 SEER generally contains a lower level return code. Refer to
Appendix A for the SCSI device sense key and error codes.

Note: Error codes for the 7600 range are documented in Class 76 SEERs.

1501 Minor Error Action 1

Cause: The tape successfully recovered from an error. This is an error report of the recovery.
Under normal operation this error condition should not occur. It would indicate media
or hardware problems.

Impact:  The tape operation failed.
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1502 Minor Error Action 2

Cause: The tape drive can not be accessed or the tape cartridge is not inserted correctly.
Impact:  The tape operation failed.

1503 Minor Error Action 1

Cause: There was a flaw in the tape medium or an error in the recorded data.

Impact:  The tape operation failed.

1504 Minor Error Action 3

Cause: The tape drive hardware is faulty.
Impact:  The tape operation failed.

1506 Major Error Action 4
Cause: An error occurred on the SCSI bus. The software has attempted to recover by resetting
the SCSI bus.

Impact:  Tape and disk operations during the reset are aborted.

1507 Minor Error Action 5

Cause: The tape cartridge is write protected or the incorrect type.
Impact:  Tape operation failed.

1508 Minor Error Action 6

Cause: No data was found on the tape.

Impact:  Data was not found on the tape drive — cannot restore.
1511 Minor Error Action 7

Cause: The tape drive aborted a SCSI command.

Impact:  The tape operation failed.

1513 Minor Error Action 1

Cause: An end of tape was reached without writing all the data to the tape cartridge.
Impact:  The tape operation failed.

1517 Minor Error Action 7

Cause: Faulty SCSI hardware.

Impact:  The tape operation failed.

1518 Minor Error Action 3

Cause: Faulty SCSI hardware.
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Impact:

1519

Cause:

Impact:

1535

Cause:

Impact:

1536

Cause:

Impact:

1537

Cause:

Impact:

1538
Cause:
Impact:

1539

Cause:

Impact:

1540

Cause:

Impact:

The tape operation failed.

Minor Error Action 3

No tape drive was detected when attempting a tape operation. This would usually occur
during tape backup operations, and usually indicates a problem with the tape drive
hardware or SCSI cabling.

The tape operation will fail.

Minor Error Action 8

An error occurred reading the disk during a tape backup. The SEER reports the volume
and block that could not be read.

There will be errors if a recovery is attempted from the tape backup.

Minor Error Action 9

Restore could not find the source cabinet for restoring user profiles. This would usually
be as a result of trying to restore a node that was never backed up originally.

No user profiles for specified node were restored.

Major Error Action 9

Restore could not open the source cabinet for restoring user profiles. This could be as a
result of trying to restore a node that was never backed up originally.

No user profiles for specified node were restored.

Major Error Action 11

The restore could not find the destination user cabinet for copying user profiles.
No user profiles for specified node were restored.

Minor Error Action 7

An unexpected error was returned from the SCSI driver. This could indicate possible
hardware problems with the tape drive or any of the SCSI bus hardware.

The tape operation failed.

Minor Error Action 10

This is a catch-all SEER to report tape backup errors. The SEER text and return code
indicates the cause of failure.

The tape backup failed.
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1541 Minor Error Action 10

Cause: This is a catch-all SEER to report disk-to-disk backup errors. The SEER text and return
code indicate the cause of failure.

Impact:  The disk-to-disk backup failed.

1542 Minor Error Action 12

Cause: Could not allocate required memory resources.

Impact: Backup or Restore software will not start up or run correctly.

1543 Minor Error Action 13

Cause: Could not initiate backup task.

Impact: Backup and Restore will not start up or run correctly.

1544 Minor Error Action 14

Cause: The backup task could not inform MMI or BURP that the backup was completed.

Impact:  The backup is valid, but future backups might not work.

1545 Major Error Action 11

Cause: The restore could not open the destination user cabinet for copying user profiles. This
would be as a result of an error earlier in the restore procedure.

Impact:  No user profiles for specified node were restored.

1546 Minor Error Action 15

Cause: Could not find the volume specified in the SEER. There are problems with the volumes
on disk.

Impact:  The tape operation failed.

1547 Minor Error Action 16

Cause: Could not create the destination volume for a disk-to-disk backup or restore.

Impact:  The backup or restore operation failed.

1548 Minor Error Action 17

Cause: Could not obtain volume statistics. Usually this would be as a result of attempting an
operation on an unknown volume. It could also be as a result of a faulty node on which
the volume resides.

Impact:  The backup or restore operation failed.
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1549

Cause:

Impact:

1550

Cause:

Impact:

1551

Cause:

Impact:

1552

Cause:

Impact:

1553

Cause:

Impact:

1554

Cause:

Impact:

1555

Cause:
Impact:

Minor Error Action 18

Blocks could not be read off the disk for the tape backup. The number of blocks lost are
given in the SEER. The associated SEERs will indicate which blocks were not read
correctly.

A restore from the backup might fail, depending on which blocks were not recoverable.

Minor Error Action 19

Could not delete the temporary on-line backup volume. This error is not expected during
normal operation and would indicate hardware failure.

The backup was successful but the backup software failed to delete the temporary backup
volume. Future backups might fail.

Minor Error Action 20

There was a tasking error while checking to see if the user wanted to abort the backup
operation.

The backup operation failed.

Minor Error Action 21

Could not locate volume server for an on-line backup. Usually this would be as a result
of attempting an operation on an unknown volume. It could also be as a result of a faulty
node on which the volume resides.

The on-line backup operation failed.

Minor Error Action 22

MMI/BURP could not rendezvous with the backup task. The task result indicates why
the rendezvous failed.

The backup operation failed.

Minor Error Action 23

An error occurred while copying a user profile during backup or restore. The SEER
indicates which user profile was affected and the additional return code will indicate the
actual problem.

The user will not be recovered during restore and recovery.
Minor Error Action 24

Another backup task is already running.
New backup request will not be performed.
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1556 Minor Error Action 25

Cause: The backup base software was unable to obtain the backup request from the MMI using
the PULL mechanism.

Impact: New backup request will not be performed.

1557 Minor Error Action 9

Cause: The restore software could not locate the volume to be restored on the tape.

Impact:  The restore operation fails.

1558 Minor Error Action 26

Cause: The backup task could not inform MMI or BURP of a backup error.

Impact:  The backup operation failed.

1559 Minor Error Action 27

Cause: Insufficient memory available to create a heap for a user profile backup.

Impact:  The backup operation failed

1560 Minor Error Action 27

Cause: Insufficient memory to create a heap for running the backup task.

Impact: The backup operation fails.

1561 Minor Error Action 28

Cause: The backup task could not be registered.

Impact:  The backup operation fails.

1562 Minor Error Action 29

Cause: An off-line backup can not be performed when the VS for that volume is running.

Impact:  The backup operation fails.

1563 Minor Error Action 18

Cause: An error while verifying the volume. The SEER indicates the name of the volume and
number of the block that had the error. If it is a text volume, the error block could be up
to 8 blocks greater than the number specified in the SEER.

Impact:  The backup or restore failed.

1564 Minor Error Action 30

Cause: Arecoverable error occurred during backup, usually due to bad media or dirty tape heads.

Impact: None
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1571

Cause:

Impact:

1572

Cause:
Impact:

1573

Cause:

Impact:

1574

Cause:
Impact:

1575

Cause:

Impact:

1576

Cause:

Impact:

1577

Cause:

Impact:

1578

Cause:

Impact:

Minor Error Action 31

An error occurred trying to read the backup volume while patching the volume. Patching
occurs after an on-line disk-to-disk backup, or after the restore from tape of a volume
that was created from an on-line backup.

The backup or restore failed.

Minor Error Action 31

An error occurred patching a volume after a disk-to-disk backup, or a restore.
The backup or restore failed.

Minor Error Action 32

The backup volume times in the system records differ more than expected. This is a
warning that could indicate that the on-line backup volume may be out of sync with the
main volume.

The backup or restore could be faulty.
Minor Error Action 32

Invalid root block in backup volume.

The backup or restore failed.
Minor Error Action 25

A tasking error occurred while trying to prompt for a new tape.
The backup failed.
Minor Error Action 33

A backup was attempted while a backup task was already running. This situation should
not occur during regular operation.

The attempted backup would not begin.

Minor Error Action 34

Could not shut down the volume server for the profile backup volume.
Backup operation failed.

Minor Error Action 34

Could not start up the volume server for the profile backup volume.
Backup operation failed.
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1579

Cause:

Impact:

1580

Cause:

Impact:

1581

Cause:

Impact:

1583

Cause:

Impact:

1584

Cause:

Impact:

1585

Cause:

Impact:

1586

Cause:

Impact:

1587

Cause:

Impact:

Minor Error Action 35

The restore software expected a voice volume on tape, but it could not be found. Usually
this would occur when trying to restore from a tape which is not a valid backup tape.

The restore operation failed.

Minor Error Action 35

The restore software expected a backup volume on tape, but it could not be found. Usually
this would occur when trying to restore from a tape which is not a valid backup tape.

The restore operation failed.

Minor Error Action 36

Access to the tape drive is not granted since other tape software is currently using it. The
following software has mutually exclusive access to the tape drive: volume/selective
backup, selective restore, bulk provisioning copy to tape, bulk provisioning provision
from tape, the BURP utility when backing up volumes and the tape server. If any one of
them is running, all of the others are locked out.

The operation will not start.
Minor Error Action 1

An error occurred reading from tape during a restore. Associated SEERs indicate the
actual cause of the error. This would usually be caused by dirty tape heads.

The restore operation failed.

Minor Error Action 37

An error occurred trying to write data to the disk.
The restore operation failed.

Minor Error Action 37

An error occurred trying to read data from the disk.
The tape archive operation of the BURP utility failed.
Minor Error Action 37

An error occurred trying to read data from the disk.
The disk-to-disk copy operation failed.

Minor Error Action 37

An error occurred trying to write data to the disk during a disk-to-disk copy.
The disk-to-disk copy operation failed.

Standard 1.0 Maintenance Messages (SEERs) Reference Guide November 1999



Class 15 Backup and Restore Program (BURP) 77

1588

Cause:
Impact:

1589

Cause:
Impact:

1594

Cause:

Impact:

1595

Cause:

Impact:

1596

Cause:
Impact:

Actions

Action 1

Action 2

Action 3
Action 4

Action 5

Action 6

Minor Error Action 37

An error occurred during a disk-to-disk copy from BURP.
The disk-to-disk copy operation failed.

Minor Error Action 37

An error occurred during the VSRESTORE command from BURP.
The operation failed.

Minor Error Action 25

The software initiating the backup is unable to communicate with the backup task. This
situation should not occur during regular operation.

The backup will not run.

Minor Error Action 38

The backup software passed invalid parameters to the routine determining time remaining
during backup. This error is not expected to be encountered.

Time remaining during backup calculations will not be performed.

Minor Error No Action

The user aborted a selective restore.
The selective restore is aborted at the first convenient opportunity.

Clean the heads of the tape drive and try the operation again. If it fails during backup
clean the heads again and retry the operation with a new tape cartridge. If it fails during
restore clean the heads again and retry the operation with a previous backup tape.

Remove and reinsert the tape cartridge. If that does not work then try again with a new
tape cartridge.

Contact your Nortel Networks support organization.

Retry the operation. Any operations that were accessing the SCSI bus report errors as
part of the recovery action.

If the tape is write protected turn the write protect dial to allow writing to tape. Also
check that it is the correct cartridge type for the tape drive. (Refer to your administration
guide for correct tape cartridges.)

Clean the tape heads. Check that data exists on the tape cartridge by using the TAPELIST
command from BURP. Retry the operation.
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Action 7

Action 8
Action 9

Action 10

Action 11

Action 12
Action 13
Action 14
Action 15
Action 16
Action 17
Action 18
Action 19
Action 20
Action 21

Action 22
Action 23

Action 24
Action 25

Action 26
Action 27
Action 28

Action 29
Action 30

Try the operation again. If the errors persist, contact your Nortel Networks support
organization.

Check the disk identified in the SEER printout for possible faults. Restart the backup.

If restoring from a disk backup then restart the restore for that node from a tape backup.
If restoring from tape then restart the restore for that node from a different set of backup
tapes.

In the main section of the NTP look up the SEER which corresponds to the return code.
Follow the action for correcting the problem given in that SEER and try the backup again.

This would be as a result of an error earlier in the restore procedure. Check the SEERs
for any errors, perform the appropriate actions and restart the restore for the specific node.

Try the backup again when the system is less busy.

Contact your Nortel Networks support organization.

Contact your Nortel Networks support organization.

Contact your Nortel Networks support organization.

Contact your Nortel Networks support organization.

Check for any associated SEERs to confirm the possible cause.

Contact your Nortel Networks support organization.

Contact your Nortel Networks support organization.

Retry the operation, possibly at a different time when the system is not as busy.

Correct the volume number before retrying the operation. Check for any associated
SEERSs to confirm the possible cause.

Contact your Nortel Networks support organization.

If the error occurred during a backup then correct the problem with the user and repeat
the operation. If the error occurred during a restore and recovery then the user will have
to be added after the system has been restarted.

Wait for previous backup request to finish, or abort it, and then redo the operation.

Try the backup again. The problem repeats then logout and login in again and retry the
backup. If the problem still exists, contact your Nortel Networks support organization.

Contact your Nortel Networks support organization.
Contact your Nortel Networks support organization.

The name server is full, possibly due to too many tasks running. Try the backup when
the system is less busy.

Perform an online backup, or shut down the volume server before backing up off-line.

Clean tape heads, and follow recovery action given on the screen. If problems persist,
contact your Nortel Networks support organization.
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Action 31 Attempt operation again. If it fails check the disk drive for errors. Associated SEERS
might indicate the cause of the problem.

Action 32 For disk-to-disk backup try the operation again. For restore try restoring from another
set of backup tapes.

Action 33 This situation should not occur during regular operation. If it is acceptable to reboot your
system, then reboot it at a convenient time. Otherwise, contact your support organization.

Action 34 The return code will indicate the cause of the problem. Retry operation when system is
not as busy.

Action 35 Use a valid tape. If problem persists contact your Nortel Networks support organization.

Action 36 The most common situation is if a backup is running (scheduled or immediate) and
another tape operation, such as bulk provisioning, is attempted. Wait for the backup to
complete and try again. If a backup is not running then contact your Nortel Networks
support organization.

Action 37 Associated SEERs and the return code indicates the actual cause of the problem. Correct
the problem and retry operation.

Action 38 Make a note of the attempted operation and contact your Nortel Networks support
organization.
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System Operations

Introduction

On Meridian Mail systems, System Operation installs or updates the software
on a hardware platform.

SEERs may occur during the following system operations (SYSOP) functions:
« installation
» comprehensive upgrade which includes:
- conversion
- upgrade
- feature expansion
- hardware modification (add channels, add nodes)
- platform migration
- storage expansion
- language expansion
e disk operations (disk-to-disk back up, disk shutdowns)
System operation checklist

To resolve most SEERs in this class the Action required is to “Follow the system
operation checklist.” The checklist consists of the following steps:

e power the system off

« check that all boards and disks are properly inserted

* check that all cables are connected

« checkthat the tape is inserted into the drive and that the drive door is closed

* power on system and check that the power has been turned on for all nodes
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- after tape boots, typeCtrI><W> and a ‘Console and Printer’ box will pop
up. Type<P> to generate a more detailed printout of your operation. If the
operation completes successfully, type <Ctrl><W>, and after the ‘Console
and Printer’ box pops up press <P> followed by <Ctrl> <Print Screen>.
This will take the system out of print mode. If the operation fails again
please have the printout ready when talking to your Nortel Networks
support organization.

Software configuration problems are often caused by tape errors. A complete
list of SCSI device sense key and error codes can be found in Appendix A.

Reports

1600 Info System Action 2
Cause: The system is providing information about a process.
Impact: None.

1601 Minor Error Action 2
Cause: A file could not be closed.

Impact:  The operation will continue without impact.
1602 Critical Error Action 1
Cause: A file could not be read.

Impact: The operation will abort.

1603 Critical Error Action 1
Cause: A file could not be written to.

Impact: The operation will abort.

1604 Critical Error Action 1
Cause: The data file contains inconsistencies.
Impact: The operation will abort.

1605 Critical Error Action 1
Cause: The program could not be forked.
Impact:  The operation will abort.

1606 Critical Error Action 1
Cause: Error deleting MISA volume

Impact: The operation will abort.
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1608

Cause:

Impact:

1609

Cause:
Impact:

1610

Cause:

Impact:

1611

Cause:
Impact:

1612

Cause:

Impact:

1613

Cause:

Impact:

1614

Cause:

Impact:

Info Error Action 2

The system was unable to shut down a volume server. The volume number that could not
be shut down is given in the SEER. The lower level return code describes the reason why
the volume server could not be shut down.

Depends on the reason why the volume server was shut down. Refer to related SEERs
and messages displayed to the screen to determine the impact.

Info Error Action 2

Error opening sc_seer.data file
The file containing the SEER text could not be accessed. Seers will still be printed out
but they will not have descriptions.

Info Error Action 2

The system was unable to shut down the helix server. The hame of the server that could
not be shut down is given in the SEER. The lower level return code provides the reason
why the volume server could not be shut down.

Depends on the reason why the helix server was shut down. Refer to related SEERs and
messages displayed to the screen to determine the impact.

Info Error Actions 3 and 2

Failed to audit requested volume.
The operation will continue without impact.

Info Error Action 1

Too many retries were attempted on the same operation. Associated SEERs will give the
actual cause of the problem.

Depends on the actual function that was being retried. The operation will normally abort.

Critical Error Action 1

The system detected an invalid filter type, and was unable to perform a data filtering
operation.

The operation will abort.

Critical Error Action 1

The system detected an invalid substitution token and was unable to perform a data
substitution operation.

The operation may abort.
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1615 Critical Error Action 1

Cause: Could not copy helix file.

Impact: The operation will abort.

1616 Critical Error Action 1

Cause: The hardware database was not created.

Impact:  The operation will abort.

1617 Critical Error Action 1

Cause: The hardware database could not be opened.

Impact:  The operation will abort.

1618 Minor Error Action 2

Cause: The hardware database could not be closed.

Impact: The operation will continue without impact.

1619 Critical Error Action 1

Cause: A component could not be added to the hardware database.
Impact:  The operation will abort.

1620 Critical Error Action 1

Cause: A search of the hardware database could not be initiated.
Impact:  The operation will abort.

1621 Critical Error Action 1

Cause: Search of the hardware database could not be completed.
Impact: The operation will abort.

1622 Minor Error Action 2

Cause: A DD file could not be closed.

Impact: None.

1623 Critical Error Action 1

Cause: A DD record could not be created.

Impact: The operation will abort.

1624 Info Error Action 1

Cause: Error locating :RAM or :BOOT100 directory. Too many retries were attempted on the
same operation. Associated SEERs will give the actual cause of the problem.
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Impact:

1625

Cause:
Impact:

1626

Cause:

Impact:

1627
Cause:
Impact:
1628
Cause:
Impact:
1629
Cause:
Impact:
1630
Cause:
Impact:
1631
Cause:
Impact:
1632
Cause:
Impact:
1633

Cause:
Impact:

Depends on the actual function that was being retired. The operation will normally abort.

Critical Error Action 1

A DD commit operation failed.
The operation will abort.

Critical Error Action 1

Could not read a record from the file 1/cust/cptd_data. The lower level return code will
indicate the actual cause of the problem.

The operation will abort, since it was not able to create the Call Progress Tone Detection
configuration file.

Critical Error Action 1

A Cabinet Manager FID could not be obtained.
The operation will abort.

Critical Error Action 1

A cabinet could not be opened.

The operation will abort.

Critical Error Action 1

A copy could not be performed on a cabinet file.
The operation will abort.

Minor Error Action 2

The specified cabinet could not be closed.

The operation will continue without impact.

Major Error Action 1

The specified file could not be added to a cabinet.
The operation will abort.

Critical Error Action 1

A FIR could not be obtained from the given pathname.
The operation will abort.

Minor Error Action 2

Error in IP address format.
The operation will continue without impact.
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1636 Critical Error Action 1

Cause: The hardware detection operation failed.

Impact:  The operation will abort.

1637 Minor Error Action 2

Cause: Failed to audit the volume on the disk.

Impact: Usually no impact, but operations can fail afterwards if there is insufficient space on the
volume.

1638 Info System Action 2

Cause: An audit on a volume server did not complete. The volume number is given in the SEER.
The reason why the audit could not be completed is given in the lower-level return code.

Impact: Usually no impact, but operations can fail afterwards if there is not sufficient space on
the volume.

1639 Critical Error Action 1

Cause: The write OS operation failed.

Impact: The operation will abort.

1640 Critical Error Action 1

Cause: The operation of initialize Disk Control Block (MICB) failed.

Impact:  The operation will abort.

1641 Critical Error Action 1

Cause: The operation of configure a disk failed.

Impact:  The operation will abort.

1643 Critical Error Action 1

Cause: The operation of loading OS to the voice nodes failed.

Impact:  The operation will abort.

1645 Critical Error Action 1

Cause: Could not convert a language from helix format.

Impact:  The operation will fail.
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1646

Cause:

Impact:

1647

Cause:

Impact:

1648

Cause:

Impact:

1649

Cause:

Impact:

1650

Cause:

Impact:

1651

Cause:

Impact:

1652

Cause:

Impact:

1653

Cause:

Impact:

1654

Cause:

Critical Error Action 1

Could not find a specific record in the file /l/cust/cpt_data. The record number that could
not be found will be given in the SEER. The lower level return code will indicate the
actual cause of the problem.

The operation will abort as it will not be able to create the Call Progress Tone Detection
configuration file.

Critical Error Action 1

The Corporate Directory was not initialized.
The operation will abort.

Critical Error Action 1

Error opening a file. The file name is specified in the SEER. The lower level return code
indicates the actual cause of the problem.

Depends on the actual function that was performed. Refer to related SEERs and messages
displayed to the screen to determine the impact.

Critical Error Action 1
Could not allocate Segment.
The operation will abort.
Critical Error Action 1
Could not allocate heap.
The operation will abort.
Critical Error Action 1
The hardware database could not be modified.
The operation may abort.
Critical Error Action 1
The specified volume was not created.
The operation will abort.
Critical Error Action 1
The MI_LogVol operation failed.
The operation will abort.
Critical Error Action 4

The specified volume was not formatted.
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Impact:

1655

Cause:
Impact:

1656

Cause:
Impact:

1657

Cause:

Impact:

1658

Cause:
Impact:

1660

Cause:

Impact:

1661

Cause:
Impact:

1662

Cause:
Impact:

1663

Cause:

Impact:

1664

Cause:

Impact:

The operation will abort.

Critical Error Action 5
The disks on the system are not large enough for the specified storage hours.
The operation will abort.
Critical Error Action 1
Failed to validate version on disk matches version on tape.
The operation will abort.
Info System Action 2

The cache volumes could not be created on node 2 because it has a smaller than normal
disk.

The system may slow down during periods of heavy traffic.
Critical Error Action 1
Disk drive not accessible to node
The operation will abort.
Critical Error Action 1

The Guest Access Console (GAC) names could not be retrieved from the hardware
database

The operation will abort.
Critical Error Action 1
Failed to obtain statistics for a volume server.
The operation will abort.
Critical Error Action 1
Failed to shutdown the organization directory server (DR_Server).
The operation will abort.
Critical Error Action 1
Failed to audit the organization directory server (DR_Server).
The operation will abort.
Critical Error Action 1

Organization directory server (DR_Server) audit wait failed.
The operation will abort.
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1665

Cause:

Impact:

1666

Cause:

Impact:

1667

Cause:

Impact:

1668

Cause:

Impact:

1669

Cause:

Impact:

1670

Cause:

Impact:

1671

Cause:

Impact:

1672

Cause:

Impact:

1673

Cause:

Critical Error Action 1

Failed to perform validation of user cabinet against the organization directory.
The operation will abort.
Critical Error Action 1

Failed to compress a voice volume.

The operation will abort.
Critical Error Action 1

Although voice volume compression is working, it failed to compress to the desired size.
The operation will abort.
Critical Error Action 1

Failed to alter the voice volume size.

The operation will abort.
Critical Error Action 1

Failed to expand the voice volume.

The operation will abort.
Critical Error Action 1

Failed to get the Volume Server Operation Measurement data.
The operation will abort.
Critical Error Action 1

Index into feature array not found.

The operation will abort.
Critical Error Action 1

Error copying a helix file. The file name is specified in the SEER. The lower level return
code indicates the actual cause of the problem.

Depends on the function performed at the time. Refer to related SEERs and messages
displayed in order to determine the impact.

Critical Error Action 1

Could not create the file /I/dsp/dsp_config. The lower level return code will indicate the
actual cause of the problem.
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Impact:

1674

Cause:
Impact:

1675

Cause:

Impact:

1676

Cause:
Impact:

1677

Cause:
Impact:

1679

Cause:

Impact:

1680

Cause:

Impact:

1681

Cause:

Impact:

The operation will abort as it could not create the Call Progress Tone Detection
configuration file.
Critical Error Action 6

Could not get the statistics for a File server.
The operation has failed.

Critical Error Action 1

Error determining the node number from the disk name. The lower level return code will
indicate the actual cause of the problem.

The operation will abort.

Critical Error Action 1

Failed to add a language record to the system profile.
The operation will abort.

Critical Error Action 1

Failed to initialize the network database.
The operation will abort.

Critical Error Action 1

Error determining the free space on a volume. The lower level return code will indicate
the actual cause of the problem.

The operation will abort.

Minor Error Action 2

Error shutting down the disk operations controlling the task on the MSP node (prime
node). The lower level return code will indicate the actual cause of the problem.

Depends on what operations follow. Look at the SEERs following this one to determine
the impact.

Minor Error Action 2

Error shutting down a disk operations task. The node number can be determined from
the numeric characters at the end of the task name ‘SCNV’ in the SEER. The lower level
return code will indicate the actual cause of the problem.

Depends on what operations follow. Look at the SEERS that follow this one to determine
the impact of the problem.
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1683

Cause:

Impact:

1684

Cause:

Impact:

1685

Cause:

Impact:

1686

Cause:

Impact:

1687

Cause:

Impact:

1689

Cause:

Impact:

1690

Cause:

Impact:

1691

Cause:

Info System Action 2

Error deleting a helix file. The lower level return code will indicate the actual cause of
the problem.

None, but could indicate possible problems with the disk, tape, or file system.

Critical Error Action 1

Error starting up the organizational directory (DR). The lower level return code will
indicate the actual cause of the problem.

The operation will abort.

Critical Error Action 1

Error checking the organizational directory (DR). The lower level return code will
indicate the actual cause of the problem.

The operation will abort.

Info Error Action 1

A timeout occurred while waiting for a task to start up. The task name is printed in the
SEER.

Depends on the actual function that was being performed. Refer to related SEERs and
messages displayed on the screen to determine the impact.

Info Error Action 1

A timeout occurred while waiting for a task to shut down. It is not possible to determine
the name of the task from the SEER.

Depends on the actual function that was being performed. Refer to related SEERs and
messages displayed on the screen to determine the impact.

Critical Error Action 1

Error determining the size of a voice services file. The name of the file is printed in the
SEER.

The operation will abort.

Critical Error Action 1
Failed to open a Voice Service file.
The operation will abort.

Critical Error Action 1

Error starting the Program Resource Manager (PRM). The text in the SEER will indicate
the problem.
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Impact:

1692

Cause:
Impact:

1693

Cause:

Impact:

1694

Cause:
Impact:

1695

Cause:

Impact:

1696

Cause:
Impact:

1697

Cause:
Impact:

1698

Cause:
Impact:

1699

Cause:

Impact:

The operation will abort.

Critical Error Action 1

The heap was not available to determine the nodes in the system.
The operation will abort.

Critical Error Action 1

Error obtaining the node information from the Program Resource Manager (PRM). The
lower level return code will indicate the actual cause of the problem.

The operation will abort.
Info Error Action 2
Failed to change password to the default password.
The operation will fail.
Critical Error Action 1

Error extracting the boot track file names from the system record. The lower level return
code will indicate the actual cause of the problem.

The operation will abort.

Critical Error Action 1
Failed to add system profile.

The operation will abort.

Critical Error Action 1
Failed to add first customer profile.
The operation will abort.

Critical Error Action 1
Not enough room on any volume to move \oice Services to.
The operation will abort.

Critical Error Action 1

Internal software error. An incorrect fill type was supplied. The lower level return code
identifies the incorrect fill type.

The operation will abort.
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Actions

Action 1  The operation has been aborted. Follow the appropriate recovery steps and retry the
operation. If the problem persists, it may be due to faulty hardware or a bad tape. First
check your hardware, focusing on any new hardware or cables which have been added
to the system. If no hardware faults are found, try another Install/Data tape. If the problem
continues, contract your Nortel Networks support representative.

Action 2  There is no operational impact. Allow the operation to continue.

Action 3 This problem may indicate there is a corrupt message in a volume. By using the other
SEERSs relating to either volumes or messages you can find and remove the faulty
message.

Action 4  The specified volume has not been formatted. This problem indicates you are using an
Install/Data tape which predates the software currently running on the system. If this is
not the case, follow Action 1.

Action 5 The disks found on the system are not large enough to allow the operation to continue.
Check the installation and modification NTP for the minimum disk sizes.

Action 6  One or more of the drives needs to be replaced with a larger drive. If a larger drive is not
available, try running “Standardize Volume Sizes.”
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System Operation (SYSOP)

Introduction
System Operation installs or updates the software on a hardware platform.

SEERs may occur during one of following system operations (SYSOP)
functions:

« installation
« comprehensive upgrade which includes:
- conversion
- upgrade
- feature expansion
- hardware modification (add channels, add nodes)
- platform migration
- storage expansion
-language expansion
e disk operations (disk-to-disk back up, disk shutdowns)

System Operation Checklist
To resolve most SEERs in this class the Action required is to “Follow the system
operation checklist.” The checklist consists of the following steps:

e power the system off

e check that all boards are properly inserted

* check that all cables are connected

« checkthat the tape is inserted into the drive and that the drive door is closed

* power on system and check that the power has been turned on for all nodes
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« after tape boots, typeCtrl>< W > and a ‘Console and Printer’ box will
pop up. Type <P> to generate a more detailed printout of your operation.
If the operation completes successfully, type <CtrI><W,> and after the
‘Console and Printer’ box pops up press <P> followed by <Ctrl> <Print
Screen>. This will take the system out of print mode. If the operation fails
again please have the printout ready when talking to your Nortel Networks
support organization.
Software configuration problems are often caused by tape errors. A complete
list of SCSI device sense key and error codes can be found in Appendix A.
Reports
1701 Critical Error Action 1
Cause: Bad system type detected.
Impact:  The operation will abort.
1702 Critical Error Action 1
Cause: The data required by a system operation was not found in the data files.
Impact:  The operation will abort.
1703 Info System Action 2
Cause: User aborted moving the voice service cabinet.
Impact: None.
1704 Critical Error Action 3
Cause: Error occurred while moving voice services to another volume. The lower level return
code will indicate the actual cause of the problem.
Impact:  The moving of voice services failed.
1705 Critical Error Action 1
Cause: Write to Billing Control Table failed.
Impact:  The operation will abort.
1708 Info System Action 2
Cause: Moving of Voice Services successfully completed.
Impact: None.
1709 Critical Error Action 1
Cause: Adding switch records failed.
Impact:  The operation will abort.
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1713

Cause:
Impact:

1714

Cause:
Impact:

1715

Cause:
Impact:

1716

Cause:
Impact:

1719

Cause:
Impact:

1720

Cause:
Impact:

1721

Cause:
Impact:

1722

Cause:
Impact:

1723

Cause:
Impact:

Critical Error Action 3

Failed to copy voice service cabinet.
The operation will abort.

Critical Error Action 1

Error opening the organizational directory while trying to move voice services.

The moving of voice services failed.

Critical Error Action 1
Failed to find users.

The operation will abort.

Critical Error Action 4
Failed to move user volume.

The operation will abort.

Critical Error Action 5
Number of nodes cannot be reduced.
The operation will abort.

Critical Error Action 1
Failed to obtain the UAT/MAT Data Port names.
The operation will abort.

Critical Error Action 1
Failed to adjust the volume on the disk.
The operation will abort.

Critical Error Action 1
Failed to adjust the user on the volume.
The operation will abort.

Critical Error Action 1

Error syncing voice service definitions.
The operation will abort.
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1724 Critical Error Action 1

Cause: Error updating organization directory (DR) for voice service definitions

Impact:  The operation will abort.

1725 Critical Error Action 1

Cause: Error syncing voice form for a given volume.

Impact:  The operation will abort.

1726 Critical Error Action 6

Cause: Not enough room on disk for the requested number of languages.

Impact:  The operation will abort.

1733 Critical Error Action 1

Cause: Tape retensioning failed

Impact:  The operation will abort.

1735 Info System Action 2

Cause: The system already has the maximum number of languages.

Impact: No new languages can be added.

1736 Critical Error Action 1

Cause: Error trying to open the source cabinet while trying to move afile. The SEER text specifies
the cabinet name. The lower level return code indicates the cause of the problem.

Impact: Depends on the actual function that was being performed. Refer to related SEERs and
messages displayed to the screen to determine the impact.

1737 Critical Error Action 1

Cause: Error trying to open the destination cabinet while trying to move a file. The SEER text
specifies the cabinet name. The lower level return code indicates the cause of the problem.

Impact: Depends on the actual function that was being performed. Refer to related SEERs and
messages displayed to the screen to determine the impact.

1738 Critical Error Action 1

Cause: Error determining if a file exists. The SEER text specifies the cabinet name. The lower
level return code indicates the cause of the problem.

Impact: Depends on the actual function that was being performed. Refer to related SEERs and

messages displayed to the screen to determine the impact.
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1739

Cause:

Impact:

1740

Cause:
Impact:

1741

Cause:

Impact:

1742

Cause:

Impact:

1743

Cause:

Impact:

1744

Cause:
Impact:

1745

Cause:

Impact:

Critical Error Action 1

Error deleting the old voice services cabinet. The lower level return code indicates the
cause of the problem.

The operation will abort.

Info System Action 2

Warning that voice services can not be moved in Option 11 systems.
None.

Critical Error Action 1

Error registering the volume operations task in the name server. The cause of the problem
is not available in the SEER.

The operation will fail.

Minor Error Action 2

Error de-registering the volume operations task from the name server. The cause of the
problem is not available in the SEER.

Depends on the actual function that was being performed. Refer to related SEERs and
messages displayed to the screen to determine the impact.

Critical Error Action 1

Error determining the state of the disks on a node. The lower level return code is given
in Appendix A of the SEER manual under the Major Heading ‘Disk Syncing Error Codes’
and minor heading ‘sd_info’. The SCSI port for the query is also specified in the SEER.

The operation will fail.

Critical Error Action 1

Error enabling SCSI SEER reporting.
The operation will fail.

Critical Error Action 1

Error during disk operation. The text of the SEER specifies the disk operation number,
the SCSI IDs of the disks and the lower level return code. The disk operation and lower
level return code can be decoded from the Disk Operation Lower Level Return Codes
list found in the appendix of this manual.

The operation will fail.
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1746

Cause:

Impact:

1747

Cause:

Impact:

1748

Cause:
Impact:

1749

Cause:

Impact:

1750

Cause:

Impact:

1751

Cause:

Impact:

Critical Error Action 1

Error detected during disk operation. The text of the SEER contains the list of nodes that
the disk operation affected and the operation number which can be decoded from the
Disk Operation Lower Level Return Codes list found in the appendix of this manual, and
a lower level return code, which is available in the table or part of a task result. There
can sometimes be SEERs from individual nodes describing the same problem.

The operation will fail.

Critical Error Action 1

Error determining the state of the disks on a node. The lower level return code can be a
task result or an error described in Appendix A of the SEER manual under the Major
Heading ‘Disk Syncing Error Codes’ and minor heading ‘sd_info'.

The operation will fail.

Critical Error Action 1

Error registering the volume control task in the name server.
The operation will fail.

Critical Error Action 1

Error locating the node volume task in the name server, as part of a disk operation. The
SEER text also specifies the node number and the disk operation number. There is no
lower level return code.

The operation will fail.

Critical Error Action 1

Error locating the node volume task in the name server, as part of obtaining the disk
information. The SEER text also specifies the node number and the SCSI port number.
There is no lower level return code.

The operation will fail.

Critical Error Action 1

Error sending information to the node volume task, as part of a disk operation. The SEER
text also specifies the node number and the disk operation number. There is no lower
level return code.

The operation will fail.
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1752 Critical Error Action 1

Cause: Error receiving information from the node volume task, as part of a disk operation. The
SEER text also specifies the node number. The lower level return code can be a task
result, in which case the node number will be invalid, or an error from the disk operation,
in which case there should be an associated 1745 SEER.

Impact: The operation will fail.

1753 Info Debug Action 1

Cause: An error occurred when deregistering the volume control task.
Impact: None. Could indicate that there were other problems in the system.
1754 Critical Error Action 1

Cause: Task error during initiation of the volume control task.

Impact:  The operation will fail.

1755 Critical Error Action 1

Cause: Task error creating buffers for the volume control task.

Impact:  The operation will fail.

1756 Critical Error Action 1

Cause: Error logging on to a helix server. The server name is given in the SEER text.
Impact: The operation will fail.

1757 Critical Error Action 1

Cause: Error allocating memory from heap.

Impact: The operation will fail.

1779 Critical Error Action 1

Cause: Error resetting a specific node.

Impact:  The operation will fail.

1784 Critical Error Action 1

Cause: Failed to detect the SBC card.

Impact:  The operation will fail.

1785 Critical Error Action 1

Cause: Failed to search the data port in the MSP node (prime node).
Impact:  The operation will fail.
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1786 Critical Error Action 1

Cause: Error sending volume information to a node volume task. The destination node number
and volume number are printed in the SEER text. The lower level return code is a task
result.

Impact:  The operation will fail.

1787 Critical Error Action 1

Cause: Error sending volume standardization command to a node volume task. The destination
node number and operation number are printed in the SEER text. The lower level return
code is a task result.

Impact:  The operation will fail.

1788 Critical Error Action 1

Cause: Error accepting a reply from a node volume task, as part of volume standardization. The
destination node number is printed in the SEER text. The lower level return code can be

e atask result, in which case the node number will be invalid
e an error from the disk operation

Impact:  The operation will fail.

1789 Critical Error Action 1

Cause: Disks that were expected to be shadowed for a specific operation are not in the shadowed
state.

Impact:  There will be no way to recover the system if the operation fails.

1790 Info System Action 2

Cause: User aborted operation that required disks to be in a shadowed state.

Impact: None.

1791 Info Admin Action 2

Cause: User elected to continue an operation that required disks to be in a shadowed state.

Impact: None.

1793 Critical Error Action 1

Cause: An invalid SCSI port was specified.

Impact: The operation will fail.
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1794 Critical Error Action 1
Cause: During the operation, the user has failed to enter a valid keycode and has selected to give
up retrying.

Impact:  The operation has aborted, however the system may be rebooted into service.

1795 Critical Error Action 1

Cause: Attempt to read serial number from the switch has failed
Impact:  The operation will not be able to continue.

1796 Critical Error Action 1

Cause: Error reading font data file (FONTFILE)
Impact:  The operation will abort.

1797 Critical Error Action 1

Cause: An error has occurred while decoding the keycode.
Impact:  The operation will abort, however the system may be rebooted into service.

1798 Critical Error Action 1

Cause: Error creating font record.
Impact:  The operation will abort.

1799 Critical Error Action 2

Cause: An attempt was made to add HVS to a system using a feature expansion.
Impact:  The user will be prompted to enter another keycode.

Actions

Action 1  The operation has been aborted. Follow the appropriate recovery steps and retry the
operation. If the problem persists, it may be due to faulty hardware or a bad tape. First
check your hardware, focusing on any new hardware or cables which have been added
to the system. If no hardware faults are found, try another Install/Data tape. If the problem
continues, contact your Nortel Networks support representative.

Action 2 There is no operational impact. Allow the operation to continue.

Action 3 Most likely there was not enough room on the destination volume to move the voice
services. You will need to either remove some of the voice services or remove some user
messages from the destination volume. Run an audit, before re-attempting the operation.

Action 4  The information for a user has been corrupted and must be added again. Most likely the
user had a corrupted message. The corrupted message will have been lost.
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Action 5 The number of nodes may not be reduced. If the number of nodes is not being reduced,
check the hardware and the cables to find why the node(s) are not booting. Also, check
to ensure the node has powered up.

Action 6 More room must be created on the destination volume, then an audit must be run. If the
system has two or fewer nodes then room needs to be created on VS1. If there are more
than two nodes on the system, room needs to be created on VS2 for the second language,
and on VS1 for languages 3 or 4. Remember to run an audit after creating space on a
volume.
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Bus Controller Diagnostics (BCD)

Introduction

The Bus Controller Diagnostics (BCD) program conducts integrity tests on the
Bus Controller Card of MSP nodes on the MSM platform.

These diagnostics are run automatically during startup. If the diagnostics falil,
the card is marked as faulty.

Reports
1801 Info Admin No Action
Cause: Bus controller diagnostics have started on the specified node.

Impact: None.

1802 Info Admin No Action
Cause: Bus controller diagnostics have passed on the specified node.
Impact: None.

1803 Major Error Action 1

Cause: The specified bus controller diagnostic test has failed.

Impact:  The bus controller card may not be functioning correctly. This may affect the systems
ability to declare alarms, keep time or switch to redundant nodes.

Actions

Action 1  Locate the node and the card of the failing diagnostic. Ensure that the card exists and is
in the correct slot. Correct the situation or replace the card. If the problem persists,
contact your Nortel Networks support Organization.
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Class 20

Voice Handler (VH)

Introduction

The Voice Handler is a procedural interface for applications that provides access
to, and control of, voice records and voice segments. The Voice Handler

* initializes (session start) and releases (session termination) a voice channel,
releases memory, and stops internal tasks

e creates, opens, closes, and deletes voice record.

« plays a voice record, skips forward and backward in playback, records a
voice record, and stops playback and recording

« obtains the total voice segment duration and changes the size limit of a
voice segment

« initializes and releases system and service prompt files

« plays and stops the playback of a voice prompt as defined by a template

Some voice applications call the Voice Handler synchronously, and wait for it
to complete its given task before they continue. Other voice applications do not
call the Voice Handler synchronously, but provide a Voice I/0 Entry to the Voice
Handler and continue to run at the same time as the Voice Handler.

The VH and FH (FAX Handler) are closely related. The FH is a procedural
interface to the same 1/O task used by the VH (called the VPIO). Class 20 SEER
codes can be emitted by the VH or the VPIO task. Therefore, class 20 SEERs
may be observed when the VPIO task is operating in fax mode. Refer to the
chapter “Class 81 FAX Handler (FH)” for more information on the FH.

Impact of VH errors

Different voice and fax applications may react differently to the same Voice
Handler error. For example, if the Voice Handler cannot find any voice records,
one application may terminate the call, another application might try the call
again, and another might play a message like “You have no voice messages” to
the user.
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These SEERs are reported either:

e as part of the class 20 SEERs where the SEERs are generated by the

application’s internal VPIO task, or

e as part of the application program’s SEERs. The class 20 return codes (for

example: 2041) may be included in a SEER of this type.
Content of Class 20 SEERs

This chapter is primarily concerned with SEERSs reported as part of the class 20

SEERSs. These SEERs contain the following types of information:

1 Voice Handler error codes and text descriptions about the routine in which the
error occurred, the nature of the error, and where appropriate:

a. the task result

b. the current voice fax operation that the internal task is executing:

o

O©CoOoO~NOOOThA~,WNPEP

vh_cNoOpr 11 vh_cUnlink
vh_cPlayVoice 12 fh_cTransmitFax
vh_cPlaySkip 13 fh_cTrimTab
vh_cRecord 14 fh_cReceiveFax
vh_cPause 15 fh_cAbortFax
vh_cContinue 16 fh_cCloseSession

vh_cStopVoice
vh_cStopPrompt
vh_cPlayPrompt
vh_cQueryCurUn

10 vh_cSetVolume

c. the message state of the internal task regarding the asynchronous

activity of the voice handler:

o

O O ~NOOTHA~ WNPE

msUndefined

msinit

msldle

msSetPly (setting up for play operation)

msPlay

msPIlyEndP (shutting down play operation)
msSetPPauseP (setting up for pause while in play)
msPPauseP (pause while in play)

msSetPContP (setting up to continue playback)
msPlyStopP (playback stopped state)

msSetRecP (setting up for recording)

msRecord

msSetRPauseP (setting up for pause while recording)
msRPauseP (pause while in record)
msSetRContP (setting up to continue recording)
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d.

15
16
17
18
19
20
21
22
23
24
25
26
27

msLongSilP (long silence while in recording)
msRecStopP (recording stopped state)
Switching to another VPH

Setting up to Transmit a Fax
Transmitting a fax

Waiting for transmit fax data

Waiting for Retransmit data

Cleaning up fax session

Finished fax transmit

Setting up for fax receive

Receiving a fax

Cleaning up fax receive session
Finished fax receive

the application command currently in progress:

©OoOo~NoOOOoTh~, WNPEO

e
= o

el o
abwi

acUndefined

aclnit

acldle

acPlyPauseP (pause while in play)
acPlay

acSkipP (skip forward or skip backward)
acPrompting

acRecPauseP (pause while in record)
acRecord

acStop\Voice

acStopPrompt

acTransmitFax

acReceiveFax

acAbortFax

acCloseSession

acError

Errors related to VP Handler communication such as send failures, response

time-outs, aborted recordings, and bad VP Handler commands and data.
The associated VP Handler will be reported in the formatted RTID (VPH
remote task ID in hexadecimal).

Return codes from lower level software, such as VS or DD.
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Reports

2000

Cause:

Impact:

2001

Cause:

Impact:

2003

Cause:

Impact:

2004

Cause:

Critical Error Action 1

Failure to allocate memory from the heap passed in by the application.

The impact depends on the current operation of the VH; either the prompt files are not
initialized, or the current recording fails.

Minor Error Action 15

Integrity failures.

1. New Pool failures at load time.

2. Bad command codes or record modes encountered and not immediately detected
when first issued by the voice application (for example, asynchronous). These
should result only if processor memory is corrupt.

3. Invalid VP Handler silence unit information encountered.

4. \oice unit data, as stored in the voice block, seems to have been corrupted when
traversing the voice block for appends or inserts while finishing the recording.

5.  Failure to locate the correct position (unit or duration), or voice block, within a
voice segment for playing, skipping forward or backward, or recording.

The SEER displays the task result or actual bad codes or modes encountered. If an

integrity failure occurs in skipping forward or backward the output contains:

— an error string that identifies the error location,

— the current unit for errors occurring before skip calculation and after the find block
routine has been called,

— the current duration for errors occurring after the skip calculation,

— 10 byte hexadecimal dump of the FID of the file containing the voice and voice
paragraph records,

— “PlySkp:Bef:", <current unit>, <FID>

— “PlySkp:Aft:", <current duration>, <FID>

— “PlySkp:BIk:", <current unit>, <FID>

The voice application will react to the error appropriately.

Minor Error Action 3

The VH received a command that was not legal for the current state of the VH. This may
occur, for example, if a fax command was received while the VH was operating in voice
mode. This SEER may indicate a memory corruption problem.

The command is rejected by the VH. The current session may not operate as expected.

Minor Error Action 4

1. If the text says “VcRspTmO in MsgState: <message state>", the VH timed out
while waiting for a response from the application or the VP Handler.
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Impact:

2005

Cause:

Impact:

2010

Cause:

Impact:

2012

Cause:

Impact:

2013

Cause:

Impact:

2015

Cause:

Impact:

2040

Cause:

2.  Ifthetext says “SetVHTimer: Unknown Msg State = <message state>", an internal
call has been made to SetVHTimer for an unknown message state.

3. Ifthetextsays,"VcRspTmO:Unknown MsgState,” the channel was released while
still in recording state, as indicated by the text.

Cases 1 & 2. The VPIO task will cause an EXCEPTION to be raised in the application
which will stop the VPIO task, clean up resources, and stop itself.

Case 3. The Voice Handler will not save the recording.
Minor Error Action 5
1. Ifthe text says “PrQ has unused data.1st SeqNum =, <prompt data sequence ID>",

there is no matching prompt playback command in the command queue for
remaining data in the prompt data queue.

2. The voice application has called a function that is not currently supported, as
indicated by the text.

Case 1. The remaining data in prompt data queue are discarded.
Case 2. The Voice Handler rejects the command.
Minor Error Action 6

The application requested the VH to manipulate (i.e., play, record) a voice file that has
not been opened.

The file will not be played or recorded.

Minor Error Action 7

The voice application is trying to open a record which is not a voice record.
The voice application will react appropriately.

Minor Error Action 7

While skipping forward or backward during playback, the voice segment’s paragraph
record could not be located.

The voice application will react appropriately.
Minor Error Action 8

Bad prompt set was submitted by the application.
Prompt will not play.
Minor Error Action 9

The VP Handler has not replied to the VPIO task within a set time, causing the current
operation to stop. For some VP Handler messages, a VP TimeOut is announced only
after a retry.
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Impact:  The Voice Handler clears the command and prompt data queues, sets its operation code
to no-op, resets its state to idle, and clears the Voice Handler timer.

2041 Minor Error Action 3

Cause 1. Ifthetextsays“Vpio:DoTermRd: Bad RBuffAddr sent by VPH", the Voice Handler
has received an unexpected or invalid playback termination code and the code was
rejected.

2. Ifthe text says “Vpio:VPReq:Bad command sent by VP, cmd=<cmd>,
msgstate=<state>, VPH<HWLOC>", the Voice Handler has received an
unexpected or invalid VP Handler command.

3. Ifthe text says “Tasking Error<TaskResult>, sending to VPH<RTID>,
VPH<HWLOC>", a sendto VP Handler has failed on the sending or receiving side.

Impact: Case 1. Minor to the Voice Handler.
Case 2. Minor to the Voice Handler, but it resets its timer.
Case 3. The Voice Handler clears the command and prompt data queues, sets its

operation code to no-op, resets its state to idle, and clears its timer.

2042 Minor Error Action 10

Cause: An expected VP Handler silence message has been lost.

Impact:  The actual voice data stored in the voice blocks is not affected. The DD records maintained
by Voice Handler, to reflect the current recording’s voice and silence phases, will be
written to disk as if the lost silence was not expected (for example, some silence phases
will not exist). This may affect playing, skipping, or recording from the current position
within this voice segment.

2043 Minor Error Action 11

Cause: If the text says “Bad system/service prompt file segment index:, <index posn in file>,
<message state>, the prompt segment (not a spoken name) cannot be indexed (using file
system ddindex command), cannot be read (using file-system ddread command), or has
no voice data.

Impact:  The Voice Handler skips over this bad prompt segment and tries to process the next
prompt segment. If this is the last prompt segment for a play prompt request which
requires a reply to the application, then the application will be told about this error, and
the voice application will react appropriately.

2053 Minor Error Action 12

Cause: If the text says “Bad spoken name. Check FID: <FID> because, <original error>,
<message state>", one of the following things happened:

1. The voice record in the spoken name file was not found
2.  The file specified by the FID cannot be found
3. Adisk read of the voice record has failed
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If the text says “Bad spoken name. Check FID: <FID> because, 0, <message state>",
there are no voice blocks for the spoken name. This means that nothing was recorded or
the spoken name was recorded with the handset on hook.

The return code isolates the cause.
Impact:  The voice application will react appropriately.

2060 Minor Error Action 10

Cause: An error occurred while trying to change the playback speed of the message. The cause
is indicated by the lower level return code at the end of the SEER.

Impact: Message playback may occur at a speed other than the speed specified by the user.

2090 Minor Error Action 13

Cause: A tasking error occurred in communication between the application and the VPIO task,
between the VPIO task and the application, or the VPIO task could not be initiated. If
the text says “Tasking Error <error code>, sending to Application, Event <EventCode>,”
then the event code indicates the event that is being passed to the application. The possible
event codes are as follows:

» 2050 - playback has reached the end of a voice segment
e 2051 - acknowledgment of the end of a prompt playback
e 2052 - the recording limit has been exceeded

e 2053 - a bad spoken name is being reported

e 2054 - timeout on long silence

Impact:  The message being sent is discarded. The impact will depend on which message is
discarded and which application is executing. The impact will range from none to losing
the use of that DSP port.

2091 Minor Error Action 13

Cause: A VPIO task was unable to communicate with an application.
Impact:  The message being sent is discarded. The impact will depend on which message is

discarded and which application is executing. The impact will range from none to losing
the use of that DSP port.

2099 Minor Error Action 14

Cause: Occasionally, the Voice Handler produces SEERs for errors that it found but did not
create. The Voice Handler places these SEERs in the class: vh_NonVHError. A non-VH
error has a major or minor priority. Some non-VH errors, messages and priorities are as
follows:

1. File system errors while opening a voice record
Message:OpenV, (non-VH error)
Priority:Major
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2. File system errors while finishing a recording
Message:FiniV, (non-VH error)
Priority:Major

3. Third party read errors during playback
Message:(non-VH error): TpRead block:, (relative voice block #), (message state)
Priority:Major

4.  Third party write errors while recording
Message:(non-VH error):DoWBuf:VBIlock is lost:, (write buffer address),
(message state)
Priority:Major

5. Communication failed while sending file system errors to voice application
Message:(non-VH error):SndSuErr: TskErr:, (Tasking Error)
Priority:Minor

6.  Aborted recording due to a file system error

Message:(non-VH error): RTID (VPH remote task ID in hexadecimal):
(procedure or reason): OprCode:, (operation), (message state)
Priority:Major

Impact: Case 1. VH rejects request to open record. The voice application determines the

action to take.

Case 2. The recording being finished may not be saved correctly on disk. The
voice application will act appropriately.

Case 3. The block to be played will not be played. Playback continues.

Case 4. The block to be recorded will not be recorded. Recording continues.

Case 5. To the Voice Handler the impact is minor, so it takes no corrective action.

Case 6. The system will try to save the recording up to the point at which the abort
occurred.
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Actions

Action 1  Disable then reenable the corresponding Voice-Port.

Action 2 Run Bootup diagnostics to determine if there are processor memory problems, and where
appropriate, save the recording and contact your Nortel Networks support organization.

Action 3  If the error persists, do the following: disable the card with the affected port, run
diagnostics on that card, and reenable the card.

Action 4  Check if there are any VPH SEERSs occurring (class 24). If there are, there may be a voice
port problem. Disable and reenable the port defined in the VPH SEERS in the HWLOC
field. If these errors persist, contact your Nortel Networks support organization.

Action 5  Run voice card diagnostics. Do a memory test and login to any mailbox to see if the
prompt files are corrupted. If these errors persist, contact your Nortel Networks support
organization.

Action 6 Disable then reenable the corresponding Voice-Port.

Action 7  Ifthis error persists with a particular recording, save the recording and contact your Nortel
Networks support organization.

Action 8 Reinstall prompt files.

Action 9  If the error occurs while the disks are being audited, then the problem is transient and
can be ignored. Otherwise, disable the voice card where the affected voice port resides
and perform off-line diagnostics on the card. If this error persists, contact your Nortel
Networks support organization.

Action 10 Disable the voice card where the affected voice port resides and perform off-line
diagnostics on the card. If this error persists, contact your Nortel Networks support
organization.

Action 11 Contact your Nortel Networks support organization

Action 12 Find out why the bad spoken name exists and if any action has to be taken. For example,
an old voice mail message may contain a reference to a spoken name of a person who
has left the company and whose spoken name has been removed. Look up the return code
for specific information.

Action 13 If further problems are observed with that voice port, disable the port indicated in the
SEER’s HWLOC and reenable it. If the problem is not corrected, reboot the system and
check the result of the startup diagnostics. If the problem persists, contact your Nortel
Networks support organization.

Action 14 Check the corresponding file system error code and surrounding SEERS. If these errors
persist, save the recording and contact your Nortel Networks support organization.

Action 15 If problem persists, contact your Nortel Networks support organization.
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Voice Prompt (VX)

Introduction

The Voice Prompt (VX) program is called by the voice application to play
prompts. Voice Prompt errors can

« prevent playing of voice prompts if an error occurs at the initialization level
« prevent playback or cause partial playback of a particular prompt

e cause unpredictable results if the software requires a prompt to finish
playback and execute next step

A class 21 SEER contains

* |ower level return code, such as a DD return code

« template ID of the prompt (if relevant). This ID is printed in DECIMAL

Reports

2101

Cause:

Impact:

2102

Cause:

Minor Error Action 1

While a voice application was providing input to a voice prompt template, one of the
following things happened:

1. If the text says, “TransPrompt: Input to variable field not found” N1, N2, where
N1 is the field number, and N2 is the ID of the prompt being played, a voice prompt
template did not receive variable input from a voice application.

2. Ifthe text says, “TransPrompt: Input to spoken name field not found” N1, where
N1 is the ID of the prompt being played, a voice template did not receive a spoken
name as input from a voice application.

The prompt will probably not be played or it will be partially played. A non-zero VX
return code will be returned to the application.

Minor Error Action 2

A variable field received data that was out of the correct range for one of the following
reasons:
1. Ifthe text says, “TransField: Maximum length exceeded for compound data”, N1,
N2, where N1 is the maximum length and N2 is the ID of the prompt being played,
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a voice prompt template received compound data from a voice application that
exceeded the maximum length.
2. IF the text says, “TransField: Data out-of-range. EImnt Indx and template”, N1,
N2, where N1 is the element index and N2 is the Template ID, a voice prompt
template received data from a voice application that was out of range.
Impact:  The prompt will probably not be played or it will be partially played. A non-zero VX
return code will be returned to the application.
2103 Minor Error Action 3
Cause: If the text says, “VX_Plakld: Template ID is out-of-range”, N1, N2, where N1 is the
highest template ID, and N2 is the ID of the prompt requested to be played, the template
N2 ID is out of range.
Impact: No prompt can be played. A non-zero return code will be returned to the application.
2104 Minor Error Action 4
Cause: One of the following problems was encountered during initialization of the voice prompt

files:

1. Ifthetextsays “vx_init: Failed to initialize prompt files” N1, where N1 is the return
code from the filing system referring to the reason for failure, the Voice Handler
failed to initialize the prompt files.

2. Ifthe text says “vx_init: Unable to link FCTabFCB” N1, where N1 is a return code
from the filing system referring to the reason for failure, the field component could
not be linked.

3.  Ifthe text says “vx_init: Cannot find first field component record” N1, where N1
is areturn code from the filing system referring to the reason for failure, the template
FCBs could not be linked.

4.  Ifthe text says “vx_init: Unable to read in template and segment totals” N1, where
N1 is a return code from the filing system referring to the reason for failure, the
first voice segment record could not be found.

5. Ifthe text says “vx_init: Unable to link TemplFCB” N1, where N1 is a return code
from the filing system referring to the reason for failure, the first template definition
record could not be found.

6. Ifthetextsays “Unable to find first voice segment record” N1, where N1 is a return
code from the filing system referring to the reason for failure, the first field
component record could not be found.

7. If the text says “Unable to index to last voice segment record” N1, where N1 is a
return code from the filing system referring to the reason for failure, the segment
and template totals could not be read.

8. Ifthe text says “Unable to find first template definition record” N1, where N1 is a
return code from the filing system referring to the reason for failure, the last voice
segment record could not be indexed.
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Impact:

2105

Cause:

Impact:

2106

Cause:

Impact:

The return code isolates the cause.

The prompt files will not be initialized, and the voice application will not operate. Also,
previously linked files will be un-linked.

Minor Error Action 4

During the translation of a field of the voice prompt template into one or more voice
prompt segments, one of two things happened:

1. Ifthetextsays “Simple field max. length exceeded after conversion”, the maximum
length for a simple field was exceeded, after being converted from a compound
field.

2. Ifthe text says “Unable to read in next field component record”, a field component
record could not be read as indicated by the SEER text. Extra data following the
SEER is the prompt ID that is causing the problem. This gives the prompt that has
the problem.

The return code isolates the cause.

The prompt probably will not be played or it might be partially played. A non-zero VX
return code will be returned to the application.

Minor Error Action 4

During the translation of a voice prompt template into a sequence of one or more voice
prompt segments, one of the following things happened:

1. If the text says “TransPrompt: Unable to link Template FCB” N1, N2, where N1
is a return code from the file system referring to the reason for failure, and N2 is
the ID of the prompt being played, a template FCB could not be linked.

2. Ifthe text says “Unable to index to template definition record,” N1, N2, where N1
is a return code from the file system referring to the reason for failure, and N2 is
the ID of the prompt being played, a required template definition record could not
be indexed.

3. Ifthe text says “Unable to read in template definition record” N1, N2, where N1
is the return code from the file system referring to the reason for failure, and N2 is
the ID of the prompt being played, the required template definition record could
not be read.

4.  Ifthe text says “TransPrompt: Unable to read in next field component record” N1,
N2, where N1 is the return code from the file system referring to the reason for
failure, and N2 is the ID of the prompt being played, the field component record
could not be read.

The return code isolates the cause.
The prompt will not be played at all.
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2108 Minor Error Action 4

Cause: When the message, “Transfield: Invalid data in OutofRange field of field component
record”, N1, N2 appears, it indicates that bad data was found in a field component record.
N1 is the value of the invalid data, and N2 is the ID of the prompt being played.

Impact:  The prompt will probably not be played or it might be partially played. A non-zero VX
return code will be returned to the application.

2109 Minor Error Action 4

Cause: When the message, “TransPrompt: Invalid data in Fieldtype field of template”, N1, N2
appears, bad data was found in a template definition record. N1 is the value of the invalid
data, and N2 is the ID of the prompt being played.

Impact:  The prompt will probably not be played or it might be partially played. A non-zero VX
return code will be returned to the application.

2110 Critical Error Action 5

Cause: When the message, “vx_int: No memory for PCB” appears, there was a failure to allocate
a prompt control block from the heap passed in by the application.

Impact:  The prompt files will not be initialized, and the voice application will not operate.

Actions

Action 1 Run bootup diagnostics, and try disabling and re-enabling the port defined in the HWLOC
field of the SEER. Do a memory test, and try disabling and re-enabling the channel.
Contact your Nortel Networks support organization if the problem persists.

Action 2 Run bootup diagnostics; memory may be bad. Check if the system “clock” has been setup
in the system. Contact your Nortel Networks support organization if the problem persists.

Action 3 Run bootup diagnostics; memory may be bad. Contact your Nortel Networks support
organization if the problem persists.

Action 4  Log in to a mailbox to see if the prompt file is corrupted. Run diagnostics on the hard
disk of the volume holding the prompt file VS2 to determine if there is any data corruption.
Look up the second return code, if there is one, for more information. Contact your Nortel
Networks support organization if the problem persists.

Action 5 Disable and re-enable the corresponding T1 channel. Run bootup diagnostics to test
memory. If the problem persists, contact your Nortel Networks support organization.
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Class 22

Voice Messaging (VM)

Introduction

Voice Messaging (VM) receives the user’s voice messaging commands and
executes them by calling the Voice Handler and Voice Processor.

Most VM errors affect only one call or user’s session (unless the error is a
symptom of a hardware problem). For most serious problems diagnosed by VM,
the call is routed to the system attendant DN and VM releases memory and files
for the next call.

A class 22 SEER contains

* alower level return code

e the user’'s mailbox number or DN (if relevant). If a mailbox included in a
SEER is the user’s mailbox, and this is an NMS system, (that is, the login
user or the recipient in a call answering session), then the mailbox number
is output in the administrator’s (the prime) context. Thus, since the
administrator is the one looking at the SEERs, the SEER will be more
meaningful to him or her.

Class 22 SEERs are often preceded by a related SEER which has the same
mailbox number or the same return code.

In addition, some Class 22 SEERs may be followed by one or two related SEERs
which are used by Nortel Networks support organizations to trace problems.
These debugging SEERs are normally not printed, but are stored in the SEER
history file, and can be viewed/printed using the MMI or the SE_UTIL utility.
(To enable printing of these SEERSs, the SEER filter level must be set to
‘DEBUG’ using the SE_UTIL utility.) These debugging SEERSs are intended
for use by the Nortel Networks support organization only.

Format of VM debugging SEERS:

If the text of any Class 22 SEER begins with the ‘+’ character, this means that
additional related debugging SEERSs will be written into the SEER file. These
SEERSs will have the same SEER class, number, and return code as the VM
SEER containing the ‘+’ character, and are priwaiéel the original VM SEER.

The first debug SEER is ‘'VM Cmds’ and can be used by the Nortel Networks
support organization to determine the last 20 commands issued by the user. The



122 Class 22 Voice Messaging (VM)

second debug SEER is ‘VM Procs’ and can be used to determine the software
execution path (this second debugging SEER is only printed if the Debug level
is higher than zero, set using the AD_UTIL).

Reports
2201 Minor Error Casel-7, 9, 10Action 1
Case 8Action 2
Cause: VM encountered a problem while playing.
1. Ifthe text says “Create Acknowledgement”, VM failed to create and send an
acknowledgement.
2. Ifthe text says “Playing NDN/ACK prompt”, VM failed to open or play messages
correctly.

3. Ifthe text says “Playing NDN/ACK attachment” or “Playing attachment” or
“Playing attachment prompt”, VM failed to open or play attachments correctly.

4.  If the text says “Playing voice from beginning” or “Playing start prompt”, VM
failed to open or play messages correctly.

5. Ifthetextsays “Spoken name”, VM tried to play a corrupted, bad or deleted spoken
name. This SEER prints the mailbox number of the user with the bad spoken name.

6. If the text says “Play Prompt called with prompt files released”, VM tried to play
a prompt before the prompt files were initialized or after they were released.

7. If the text says “Trying to skip forward in msg”, VM encountered an error when
the user skipped forward while playing a message. There are two possible causes:
i) an attachment on the message could not be opened, or ii) the lower-level VH
software could not perform the PlaySkip command.

8. Ifthe text says “PlayPrompt problems”, VM was informed of an error by the lower
level VX software while trying to play a system prompt (not user voice). A possible
cause of this problem is corrupt data in a message header or user’s profile, or an
invalid time-stamp. A related class 21 SEER is printed just before this, containing
the prompt ID that it was attempting to play.

9. Ifthetextsays “pspply SecGrt problems” or “Ply DefGrt problems” then VM failed
to properly play a call-answering greeting for a hotel guest mailbox.

10. Ifthe text say “Playing voice above normal speed from beginning”, then VM failed
to open or play messages correctly while on speed-up playback mode.

The return code isolates the cause.

Impact:  Case 1. The recipient of the original message will not hear any error prompts.
Case 2-4, 10. The user hears the error prompt “Your command cannot be completed at
this time. Please try again later or contact your administrator.”
Case 5. The system recovers and plays the mailbox number instead of the spoken
name. The owner of the mailbox should re-record the personal
verification.
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Case 6. No prompt is played.

Case 7. The user hears the prompt “Your command cannot be completed at this
time..."”, and the skip forward command will fail. The skip forward
command will not send a message delivery acknowledgement in this error
condition.

Case 8, 9. The prompt will not be played, or will be partially played, or will be played
as silence. In some cases, the software depends on successful playback of
a prompt. In these cases the user’s session will appear to be inactive (i.e.,
the session may appear “hung”).

2204 Minor Error Case 1 Action 1
Case 2 Action 3
Cause: 1. VM encountered a problem while trying to start recording at the current position

of a previously created message. The return cod